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Abstract. Proof systems of arbitrary computations have found many
applications in recent years. However, the proving algorithm has a conse-
quent complexity tied to the size of the computation being proved. Thus,
proving large computations is quite inefficient. One of these large compu-
tations is the scalar multiplication over an elliptic curve. In this work, we
provide new techniques for reducing the time corresponding to proving a
scalar multiplication, using integer lattice reduction or a (half) extended
Euclidean algorithm in a ring of integers. We investigate optimizations
in the case of small (complex multiplication) discriminant curves, and
its generalization for multi scalar multiplications as used in signature
verification. We provide an optimized Golang implementation for different
elliptic curves in different proof systems settings. The speed-up in proving
time is between 22% and 53% compared to the previous state-of-the-art.

1 Introduction

Over the past few years, proof systems have become an essential primitive for
privacy-preserving and scalable applications in blockchains. A proof system is
an interactive protocol in which one party, referred to as the prover, seeks to
convince another party, known as the verifier, of the truth of a given statement.
Proof systems are classified as non-interactive when no communication is required
between the prover and the verifier beyond the transmission of the proof itself.
Within the category of non-interactive proofs, particularly notable concepts for
demonstrating computational integrity are the Succinct Non-interactive ARgu-
ment of Knowledge (SNARK) and Scalable Transparent ARgument of Knowledge
(STARK). SNARKs and STARKs offer computationally sound proofs that are
efficient to verify and compact in size relative to the statement being proved.
Proof systems were first introduced in [18] and have since been extensively stud-
ied in both theoretical and practical contexts [20,25,17,5]. Recent advancements



have explored a wide range of settings, including cryptographic assumptions,
asymptotic efficiency, implementation performance, and diverse applications.
In this work, we use the terms SNARK and STARK interchangeably, as the
techniques presented are agnostic to the specific choice of proof system. In the
context of blockchain technology, the computations being proved are often large,
making the proving algorithm computationally expensive and a critical target for
optimization. One prominent example of such a resource-intensive computation
is scalar multiplication over an elliptic curve. This operation is fundamental
to applications such as blockchain rollups1, Verkle tries2, account abstraction3,
and proof recursion [8,9,27]. While efficient computation of scalar multiplication
over elliptic curves is a well-established problem in cryptography, proving scalar
multiplication using a SNARK introduces a novel challenge that paves the way
for new research directions and implementation strategies.

Contributions. In this work, we investigate optimizations for proving scalar
multiplications with a SNARK. Given the pre-computed resulting point Q (called
a hint), and leveraging lattice reduction in Z, we show how to turn proving a
n-bit scalar multiplication [k]P

?
= Q in a curve E into mainly proving a n/2-bit

double-scalar-multiplication [k1]P − [k2]Q
?
= 0E , regardless of the existence of an

efficient endomorphism. When it exists, we show how to turn proving a n-bit scalar
multiplication into mainly a n/4-bit quadruple-scalar-multiplication. Alternatively
to using a lattice reduction in Z, we propose a novel use in cryptography of the
(half) extended Euclidean algorithm (rational reconstruction) in an order O of an
Euclidean imaginary quadratic field, e.g. Eisenstein integers for elliptic curves of
j-invariant 0. This alternative algorithm speeds up the witness generation (scalar
decomposition) at the cost of slowing down the proof generation (increasing the
decomposed sub-scalars bounds). This is useful in use-cases where a prover cannot
invoke arbitrary hints. Finally, we provide a fast implementation in Golang using
the gnark library for different elliptic curves in different proof systems settings.
The circuit size speed-up from this work is summarized in Table 1.

Circuit Curve Groth16 speed-up PLONK speed-up

Emulated small discriminant 24% 42%
generic 52% 50%

Native small discriminant 48% 53%
generic 22% 28%

Table 1: Scalar multiplication constraint speed-up using our work.

1 https://ethereum.org/en/developers/docs/scaling/zk-rollups/.
2 https://ethereum.org/en/roadmap/verkle-trees/.
3 https://ethereum.org/en/roadmap/account-abstraction/.
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Organization of the paper. In Section 2, we explain what are SNARK circuits and
how to optimize them and we recall basics about elliptic curves and (multi) scalar
multiplications. We also recall facts about the decomposition of scalars, useful
for the results of Section 3, which is the core of this paper. We provide some
comparison of the new circuits with the previous state-of-the-art implementation
in Section 4, and conclude this work in Section 5.

2 Background

The results of this paper are related to the cost of elliptic curve scalar multiplica-
tion in SNARK circuits. In this section, we explain what are SNARK circuits
and recall results about elliptic curves, in particular for simple and multi scalar
multiplications. We present two techniques for decomposing scalars from a general
point of view. These techniques allow the well-known GLV decomposition [16],
that splits a scalar into two sub-scalars in order to reduce the cost of a scalar
multiplication for small discriminant curves.

2.1 SNARK circuits

Given a public non-deterministic polynomial (NP) program F and inputs b, c,
such that the program F satisfies the relation F (b) = c, a SNARK consists
in proving this relation succinctly. It consists mainly of the Prove and Verify
algorithms. The first algorithm requires generating an execution trace of the
program F . This step is called witness generation. In this paper, we are interested
in optimizing the Prove algorithm for the program F corresponding to a scalar
multiplication over an elliptic curve. We do this by expressing F as an arithmetic
circuit as efficiently as possible (low number of gates). This step is called the
arithmetization of the program F .

Our techniques are valid for any SNARK (or STARK) but we implemented our
work (see Section 4) for two widely used schemes: Groth16 [19] and PLONK [13].
Considering w the number of wires, m the number of multiplication gates, a the
number of addition gates, ` = number of public inputs and MG a multiplication
in G, the cost of the Prove algorithm is given by (3m+ w − `) MG for Groth16,
and 9(m + a) MG for PLONK. Note that we omit the number of FFTs in this
estimation, as G multiplications dominate the overall cost of Prove. The better
we arithmetize F , the faster the Prove algorithm is.

Arithmetization. The first step in proving an arbitrary program is to arith-
metize it, that is to reduce the computation satisfiability to an intermediate
representation satisfiability. Many problems in cryptography can be expressed
as the task of computing some polynomials. Arithmetic circuits are the most
standard model for studying the complexity of such computations.

An arithmetic circuit over the field F and the set of variables X = {x0, . . . , xn}
is a directed acyclic graph such that the vertices are called gates, while the edges
are called wires. Arithmetic circuits of interest to many proof systems and most
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Fig. 1: Arithmetic circuit encoding the computation x3 + x+ 5 = 35 for which
the (secret) solution is x = 3.
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applicable to this work are those with two incoming wires and one out-coming
wire (cf. Fig. 1 for an example).

SNARK-friendly computations. Many proof systems (e.g. Groth16 and
PLONK) arithmetize programs as arithmetic circuits. The number of gates is
what determines the prover complexity. For example, Groth16 prover complexity
is dominated by some multi scalar multiplications in G of sizes m (the number of
multiplication gates). With this in mind, multiplications by constants in F, which
are usually expensive in hardware, are essentially free. While more traditional
hardware-friendly computations (e.g. XORing 32-bit numbers) are far more costly
in this model. The following two observations, noted in earlier works [21], are
the key to lower the number of gates of a circuit:

– The multiplication by constants in F is free,
– The verification can be sometimes simpler than forward computation. The

circuits do not always have to compute the result, but can instead represent a
verification algorithm. For example a multiplicative inversion circuit (1/x ?

= y)
does not have to arithmetize the computation of the inversion (1/x) but can
instead consist of a single multiplication gate (x · y) on the value provided
(pre-computed) by the prover (y) and checks the equality (x · y ?

= 1).

This is basically a computation model where inversions cost as much as multipli-
cations.

2.2 Elliptic curves

In this work, E is an ordinary elliptic curve defined over Fp for a large character-
istic p. From Hasse theorem [29, page 138], the Fp-rational points form a finite
abelian group of order #E(Fp) = p+ 1− t where t is the trace of the curve and
satisfies |t| ≤ 2

√
p. We consider a subgroup of prime order r on E(Fp), i.e. r

divides p + 1 − t. In other words, let P ∈ E(Fp) a point of prime order r and
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G the cyclic subgroup generated by P . We define the scalar multiplication as
[k]P for an integer k < r. In this work, N denotes the bit-size of r, and D the
Complex Multiplication (CM) discriminant associated to E, i.e. the discriminant
of the order End(E), the endomorphism ring of the curve as an order in the
integer ring of Q(

√
t2 − 4p). We refer to [29] for a deeper introduction to the

theory of elliptic curves.

2.3 Computing scalar multiplications

Single scalar multiplication. A scalar multiplication is the computation of
[k]P = P + . . .+P (k times). The double-and-add technique given in Algorithm 1
has a complexity linear in N , the bit-size of the scalar k. We provide here
an algorithm reading bits from the Most Significant Bit (MSB) to the Least
Significant Bit (LSB).

Algorithm 1: ScalarMultiplication(k, P )
Input. A scalar k of N bits,

A point P .
Output. Q = [k]P .

R← P
for b bit of k read from second MSB to LSB
do
R← [2]R
if b = 1 then
R← R+ P

end if
end for
return R

In cryptographic schemes where k is a secret, this algorithm is often computed
in constant-time, and the conditional R ← R+ P is implemented consistently.
In the context of SNARK circuits, conditional branching is not possible and an
addition is always computed at every step of the loop. In total, the cost of a
scalar multiplication is given by (N − 1)Add+ (N − 1)Dbl.

Multi scalar multiplication. We consider two points P1 and P2, and two
scalars k1, k2. In order to compute [k1]P1 + [k2]P2, it is possible to scan the
bits of both scalars simultaneously and compute the result at the cost of one
scalar multiplication (and an extra pre-computation). This improvement was
originally proposed in [30] and [12], and it can be generalized to a multi scalar
multiplication with n points, but the pre-computation cost increases. We provide
Algorithm 2 for the generic case of n scalar multiplication.
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Algorithm 2: MultiScalarMultiplication((k1, P1), . . . , (kn, Pn))
Input. A list of scalars k1, . . . , kn of N bits,

A list of points P1, . . . , Pn.
Output. Q = [k1]P1 + . . .+ [kn]Pn.

Pre-computation table T .
for j between 0 and 2n − 1 do
T [j]←

∑n
i=1[ei]Pi where j =

∑n
i=1 ei2

i−1.
end for

Main loop.
R← 0E
for (b1, . . . , bn) bits of k1, . . . , kn read from MSB to LSB do
R← [2]R
R← R+ T

[∑n
i=1 bi2

i−1]
end for
return R

The cost of this algorithm is split into two: a pre-computation table of
2n − n − 1 elliptic curve additions (Add), and a main loop with N − 1 steps
including a doubling (Dbl) and an addition. Adding the neutral element may
occur with probability 2−n, but in the context of SNARK circuits (as well as for
constant time algorithms), additions will always be computed so we decided to
keep (N − 1)Add for the cost estimation. From now, we denote MSM(n,N) to
be the cost of a multi scalar multiplication of n points and scalars of N bits:

MSM(n,N) = (2n − n− 1 +N − 1) ·Add+ (N − 1) ·Dbl.

We recall in the next section a technique that speeds up a scalar multiplication
by computing it as a multi scalar multiplication with halve size scalars. It was
introduced in [16] by Gallant, Lambert and Vanstone.

GLV scalar multiplication. Let End(E) = Z+ψZ, and ψ(P ) ≡ [λ]P , i.e. λ is
the eigenvalue of ψ seen as a linear application on E(Fp)[r], the order-r subgroup
defined over Fp. The method introduced in [16] turns [k]P into [k1]P + [k2]ψ(P )
with ψ efficiently computable. This applies to elliptic curves with small CM
discriminant, where the endomorphism ψ has a tiny degree. The scalars k1, k2
can be constructed of size around

√
r. We dig the details of this decomposition

from a generic point of view in Section 2.4. Note that for computing the multi
scalar multiplication, it is required to compute [λ]P = ψ(P ), and it is expensive
when the degree of ψ is large. The GLV technique is implemented in many
libraries, and leads to almost 40% speed-up for scalar multiplication.

Example 1. Consider an elliptic curve defined over Fp by y2 = x3 + b. There is
an efficient endomorphism ψ : E → E defined by (x, y) 7→ (ωx, y) (and 0E 7→ 0E)
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such that ψ(P ) = [λ]P , where both ω and λ are cubic roots of unity in Fp and
Fr respectively. Evaluating this endomorphism costs only one multiplication
over Fp. Using ψ, it is possible to turn [k]P into [k1]P + [k2]ψ(P ) which costs
MSM(2, N/2).

In the next sections, we dig the decomposition of a scalar from a general
point of view. The GLV method can be obtained from it as a special case, and
the results of Section 3 also use this technique.

2.4 Scalar decomposition using lattice reduction

In this section, we consider the generic decomposition of a scalar k. We look for
a small solution (x, y, z, t) ∈ Z4 of

x+ λy − k(z + λt) = 0 mod r,

where λ is fixed. Note that when λ is the eigenvalue of the endomorphism, finding
a solution with z = 1 and t = 0 leads to the GLV decomposition.

We look for small solutions to this problem. The set of solutions is a lattice
of small dimension, and it is possible to use algorithms of reduction in order to
find small solutions. Minkowski’s theorem ensure that in a lattice L of rank n,
there exists a vector v of norm |v|∞ ≤ Vol(L)1/n, where Vol(L) is the volume of
the lattice and can be computed as

√
det(MM t) for a matrix M defining the

lattice. If the lattice is described by a full rank matrix, the volume is simply
the determinant. Finding a short vector of the lattice can be computed in
polynomial time using for instance [23], but the obtained vector can be slightly
larger. The obtained bound is Vol(L)1/n/(δ−1/4)(n−1)/n, where δ is a parameter
usually set to a value close to 1, often δ = 0.99. However, we consider here only
dimension up to 6 and algorithms such as LLL [23] work also well for this range
of dimensions [26]. Though, the obtained vectors are short with respect to the
Euclidean norm. While this computation is done out-of-circuit during the witness
generation, it might be expensive depending on the context (see Section 4.1). We
consider an alternative approach in Section 2.5 for a witness/proof generation
trade-off that is easier to implement. We consider now specific values of the
parameter λ that will be useful in Section 3.

Integer fraction decomposition. When λ = 0, the equation is simply x−kz =
0 mod r. It corresponds to a fraction decomposition of k = x/z in Z/rZ. In this
case, the solutions form a lattice of dimension 2 defined with(

r 0
k 1

)
After reducing this matrix, the resulting scalars are expected to be bounded by
r1/2/(δ − 1/4)1/2 ≈ 1.16r1/2 for δ = 0.99. This case is studied in Section 3.1.
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Simultaneous fraction decomposition. It is possible to solve two equations
simultaneously, namely for two scalars k1, k2, we consider the equations x1−k1z =
0 mod r and x2− k2z = 0 mod r. In other words, we write k1 and k2 as fractions
modulo r with the same denominator z, and it corresponds to a lattice of
dimension 3 defined with  r 0 0

0 r 0
k1 k2 1


and the resulting scalars are expected to be bounded by r2/3/(δ − 1/4)2/3 ≈
1.22r2/3 for δ = 0.99. This case is studied in Section 3.2.

Fraction decomposition in a quadratic extension. The solutions of the
original equation x+ λy− k(z+ λt) = 0 mod r is a lattice of dimension 4 defined
with 

r 0 0 0
−λ 1 0 0
k 0 1 0
0 0 −λ 1


and a solution corresponds to a rational fraction k = (x+ λy)/(z + λt) mod r,
i.e. a fraction in (Z/rZ)[λ]. Using a lattice reduction, the scalars are expected to
be bounded by r1/4/(δ − 1/4)3/4 ≈ 1.25r1/4 for δ = 0.99. This case is studied in
Section 3.3.

Simultaneous fraction decomposition in a quadratic extension. Gener-
alizing this to two equations simultaneously is also possible. The two equations
(x1 + λy1)− k1(z + λt) = 0 mod r and (x2 + λy2)− k2(z + λt) = 0 mod r define
a lattice of dimension 6 defined by

r 0 0 0 0 0
−λ 1 0 0 0 0
0 0 r 0 0 0
0 0 −λ 1 0 0
k1 0 k2 0 1 0
0 0 0 0 −λ 1


and the resulting scalars are expected to be bounded by r2/6/(δ − 1/4)5/6 ≈
1.28r1/3. We study this case in Section 3.4.

In the next section, we investigate how to compute a scalar decomposition
without lattice reduction. Instead, we consider the extended Euclidean algorithm
in different rings. First, we recall how it works in Z, and then apply the same
idea on the norm Euclidean rings Z[j] and Z[

√
−2].
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2.5 Scalar decomposition using the (half) extended Euclidean
algorithm

A fraction decomposition can be obtained using the extended Euclidean algorithm
(EEA), as described in [16, Sec. 4].

Decomposition in Z. Running the extended Euclidean algorithm on (r, k) in
Z produces a sequence of numbers si, ti, ri, starting with

s0 = 1, t0 = 0, r0 = r,
s1 = 0, t1 = 1, r1 = k,

and verifying

1. sir + tik = ri
2. ri > ri+1 ≥ 0 for i ≥ 0,
3. |si| < |si+1| for i ≥ 1,
4. |ti| < |ti+1| for i ≥ 0,
5. ri|ti+1|+ ri+1|ti| = r for i ≥ 1.

Stopping the algorithm at the last step m where rm ≥
√
r ensures that

|ti+1| <
√
r. Since rm+1 <

√
r, we obtain (x, z) := (rm+1, tm+1) such that

x− zk = 0 mod r, and |(x, z)|∞ <
√
r.

This method allows in fact to find a short vector in the lattice L, the kernel of

Z× Z −→ Z/rZ
(x, y) −→ x+ ky

Note that the short vector that is found is below the Minkowski bound
Vol(L)1/2 =

√
r.

Decomposition in a norm Euclidean imaginary quadratic ring. In an
imaginary quadratic ring O which is norm Euclidean (meaning that we can
run the Greatest Common Divisor (GCD) algorithm using the norm N in the
complex sense), if an ideal (r) splits as a product of two distinct prime ideals I1
and I2, we can apply the same idea as in Z to find a short vector in the kernel
(which is a lattice L) of

O ×O −→ O/I1 ∼= Z/rZ
(x, y) −→ x+ ky

Running the extended Euclidean algorithm on (r, k) in O produces a sequence
of values si, ti, ri, starting with

s0 = 1, t0 = 0, r0 = r,
s1 = 0, t1 = 1, r1 = k,

and verifying
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1. sir + tik = ri
2. N (ri) > N (ri+1) ≥ 0 for i ≥ 0,
3. N (si) < N (si+1) for i ≥ 1,
4. N (ti) < N (ti+1) for i ≥ 0,
5. ±(riti+1 − ri+1ti) = r for i ≥ 1.

As in Z, if we stop the algorithm at the last step m where N (rm) ≥
√
N (r) =

√
r,

we can find a short vector (tm+1, rm+1) satisfying rm+1−tm+1k = 0 mod r, where
N (rm+1) ≤

√
N (r). From ±(ri−1ti − riti−1) = r for i ≥ 1 and N (ri−1) > N (ri)

we have

N (r) ≥ N (ri−1)N (ti)−N (ri)N (ti−1) ≥ N (ri−1)(N (ti)−N (ti−1))

Since N (ri) ≥
√
r for i ≥ m, we have for i ≥ m√

N (r) ≥ (N (ti)−N (ti−1))

Since this inequality is true for all the first m steps and since t0 = 0, summing
all those inequalities gives

c
√
N (r) ≥ N (ti)

where c is the number of steps before we stop the algorithm. The number of steps
when running the extended Euclidean algorithm on (a, b) with N (a) > N (b) is
at worst log2(N (a)).

The bound
√
r is far from the theoretical Minkowski bound Vol(L)1/4 = 4

√
r.

To remedy to this, instead of running the extended Euclidean algorithm on (r, k),
we can run it on (w, k) where w is a short vector in I1, of size below

√
r, which is

possible since I1, I2 are lattices of rank 2 and volume r. In this case, running the
extended Euclidean algorithm on (w, k) would produce (tm+1, rm+1) such that

N (tm+1) < c
√
N (w)

N (rm+1) <
√
N (w)

and
rm+1 − tm+1k = 0 mod w

and since w is I1, this gives that

rm+1 − tm+1k = 0 mod I1

Decomposition in Z[j]. In the ring of Eisenstein integers, the ideal (r) splits
as the product of I1 := (r, j − λ) and I2 := (r, j − λ2). To find a short vector w
in I1, we apply the half-GCD method for the decomposition in Z on (r, λ). It
produces a vector (w0, w1) such that

w := w0 + jw1 ∈ I1

since in Z[j]/(r, j − λ)Z ∼= Z/rZ, w = 0. Also |(w0, w1)|∞ <
√
r.
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Now, running the extended Euclidean algorithm on (w, k) produces x, y ∈ Z[j]
such that

x− kz = 0 mod (r, j − λ)

and such that N (x) <
√
N (w) and N (z) < N

√
N (w) where N is the bit-size of

k.
For implementation purposes, we need to know the bit-size of the scalars x

and z. For that we need to compare the norm N and maximum norm defined
by |a+ jb|∞ = max{|a|, |b|}. The comparison of those norms is described in the
Appendix A. We obtain that

|x|∞ ≤ 2
√
2 4
√
r,

|z|∞ ≤ 2
√
2N 4
√
r.

Decomposition in Z[
√
−2]. When r splits in Z[

√
−2] as I1 := (r,

√
−2− µ),

I2 := (r,
√
−2 − ν), we proceed exactly in the same way as in Z[j], that is

we first find a short vector w ∈ I1 such that |w|∞ <
√
r, and then we run

the extended Euclidean algorithm on (w, k) in Z[
√
−2] to find (x, z) such that

x− kz = 0 mod (r, r− µ) and such that N (x) <
√
N (w) and N (z) < N

√
N (w)

where N is the bit-size of k. Again, comparing the norm N and the maximum
norm defined by |a+ b

√
−2|∞ = max{|a|, |b|} (see Appendix A) shows that

|x|∞ ≤ 2
4
√
2 4
√
r,

|z|∞ ≤ 2
4
√
2N 4
√
r.

3 Proving scalar multiplications

In this section, we explain how to apply scalar decomposition in order to speed
up proving scalar multiplications in SNARKs. In the traditional context, when
an efficient endomorphism is available, one can turn a single scalar multiplication
i.e. MSM(1, N) into a MSM(2, N/2). In Sections 3.1 and 3.2, we present a
technique to turn any MSM(1, N) into a MSM(2, N/2) regardless if the elliptic
curve is equipped with an efficient endomorphism. In Sections 3.3 and 3.4, when
the curve is equipped with a GLV endomorphism, we show how to turn a
MSM(1, N) into a MSM(4, N/4).

3.1 Hinted simple scalar multiplication

In the context of SNARKs, the scalar multiplication [k]P is rather verified than
computed. In this context it is possible to hint the output Q = [k]P , that is the
prover computes the scalar multiplication outside of the SNARK circuit. Then
the verifier checks whether if [k]P −Q = 0E inside the SNARK circuit. This way,
it is possible to write k as x/z mod r with x, z small as in Section 2.4.

[k]P = Q ⇐⇒ [x]P − [z]Q = 0

11



This computation can be done with a double scalar multiplication as in Section 2.3.
From Section 2.4, the resulting scalars x, z are expected to be bounded by 1.16

√
r.

However, the verifier has to additionally check that the decomposition is correct,
i.e. k · z = x mod r.

In the traditional context of computing [k]P , the GLV endomorphism is a
way to introduce a second point φ(P ) which is cheap to compute to turn [k]P
into [k1]P + [k2]φ(P ) where k1, k2 are small. In the SNARK context, we use the
resulting point Q as this second point to achieve the same speed-up. In terms of
cost, this technique enables a verification in almost MSM(2, N/2). We note that
a similar idea for verifying signatures was introduced in [2] in a different context.
In the next section, we investigate how to use this technique for a double scalar
multiplication.

Example 2. Consider the following toy elliptic curve: E/F103 : y2 = x3 + 5. It
forms a group of prime order 97. Let P = (38, 94) be a point on the curve. Given
Q = [11]P = (95, 27), proving [11]P = Q is equivalent to proving [2]P−[9]Q = 0E .

3.2 Hinted double scalar multiplication

The previous technique can be generalized for a double scalar multiplication.
The computation of [k1]P1 + [k2]P2 can be decomposed using the simultaneous
fraction decomposition of Section 2.4 in order to write k1 = x1/z mod r and
k2 = x2/z mod r. Then,

[k1]P1 + [k2]P2 = Q ⇐⇒ [x1]P1 + [x2]P2 − [z]Q = 0

and the scalars x1, x2 and z are expected to be bounded by 1.22r2/3. The
computation of the MSM of size 2 can be done using a MSM of size 3 with scalar
of size almost 2/3 of the original scalar size. We estimate that this leads to a
25% improvement for a signature verification. In the next section, we investigate
the case of GLV optimization.

Example 3. Let P1 = (38, 94) and P2 = (31, 82) be two points on the curve
E(F103). Given Q = [75]P1 + [35]P2 = (8, 38), proving [75]P1 + [35]P2 = Q is
equivalent to proving [−18]P1 + [11]P2 + [8]Q = 0E .

3.3 Hinted GLV scalar multiplication

It is possible to use the technique described in Section 3.1 together with the
GLV speed-up. Instead of writing k = x/z mod r, we decompose the scalar in
(Z/rZ)[λ] as in Section 2.4:

k =
x+ λy

z + λt
mod r

leading to a four-dimensional multi scalar multiplication:

[k]P = Q ⇐⇒ [x]P + [y]ψ(P )− [z]Q− [t]ψ(Q) = 0

12



Using a lattice reduction, a solution (x, y, z, t) can be found with expected norm
bounded by 1.25 4

√
r. Finally, we obtain an overall cost of almost MSM(4, N/4),

improving the scalar multiplication verification for small discriminant curves.

Example 4. The curve E(F103) has the same form as Example 1. Hence, it has
an efficient endomorphism ψ with λ = 61 and ω = 46. Let P = (38, 94) ∈
E. Given Q = [56]P = (8, 65), proving [56]P = Q is equivalent to proving
[1]P + [1]ψ(P ) + [1]Q− [1]ψ(Q) = 0E .

3.4 Hinted GLV double scalar multiplication

An approach similar to Section 3.2 can be combined with the GLV optimization.
As in Section 2.4, we write

k1 =
x1 + λy1
z + λt

mod r, k2 =
x2 + λy2
z + λt

mod r

and so

[k1]P1+[k2]P2 = Q ⇐⇒ [x1]P1+[y1]ψ(P1)+[x2]P2+[y2]ψ(P2)−[z]Q−[t]ψ(Q) = 0.

From Section 2.4, we expect xi, yi, z, t to be bounded by 1.28r1/3. The final cost is
almost MSM(6, N/3), slightly better than MSM(4, N/2) when the double scalar
multiplication is computed using the GLV optimization.

Example 5. Let P1 = (38, 94) and P2 = (31, 82) in E(F103). Given Q = [16]P1 +
[92]P2 = (57, 2), proving [16]P1 + [92]P2 = Q is equivalent to proving [2]P1 +
[−1]ψ(P1) + [1]P2 + [−2]ψ(P2)− [2]Q− [1]ψ(Q) = 0E .

Note 1. In this section, we only focused on elliptic curves defined over Fp. Gal-
braith, Lin, and Scott [14,15] generalized the GLV method for a large class of
elliptic curves over Fp2 , referred to as GLS curves. Our technique applies similarly
to this generalization. It can turn proving a N -bit scalar multiplication over a
GLS curve into proving a N/8-bit multi scalar multiplication of size 8.

Note 2. The difference between our method and the (traditional) GLV method
is threefold:

1. In GLV, for the scalar decomposition, we usually start by pre-computing
a short basis using a lattice reduction given the curve order r and the
endomorphism eigenalue λ. This is a one-time setup per elliptic curve. Then
we find a close vector to the scalar k in the lattice using Babai rounding. In our
case, it is the lattice reduction that gives us directly the scalar decomposition.
The reduction takes k and r as inputs and has to be performed for every new
scalar multiplication.

2. In GLV, the scalar decomposition (Babai rounding) is part of the running
time of the scalar multiplication algorithm. In our case, the SNARK circuit
only verifies that the (pre-computed) decomposition is correct.

3. In 2-dimensional GLV, we need an efficient endomorphism. In our case, we
don’t. In 4-dimensional GLV, we need two endomorphisms. In our case, we
only need one.
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4 Implementation results

For the implementation, we choose two widely used proof systems: Groth16 and
PLONK. As shown in Section 2.1, we are interested in reducing the number
of gates of the arithmetic circuit corresponding to a scalar multiplication. For
Groth16, we only consider multiplication gates and for PLONK we consider both
addition and multiplication gates.

4.1 Considerations

Arithmetizing computations for SNARK proving is different than traditionally
carrying plain computations as shown in Section 2.1.

Arithmetizing elliptic curve operations. Since inversions cost as much as
multiplications here, we use affine coordinates to double and add points on the
elliptic curve in short Weierstrass form. When a doubling is followed by an
addition i.e. [2]R+P we instead compute (R+P )+R omitting the computation
of the y-coordinate of R+ P as pointed out in [10].

With these considerations, we can implement Algorithm 1 in a SNARK
but conditional branching (If/Else) is not possible in SNARK circuits so this is
replaced by constant window table lookups inside the circuit. This can be achieved
using polynomials which vanish at the constants that aren’t being selected, i.e. a
1-bit table lookup R ← ki · R + (1 − ki) · (R + P ). Hence this double-and-add
algorithm requires N doubling, N additions and N 1-bit table lookup where N
is the bit-size of the scalar. This can be extended to windowed double-and-add,
i.e. scanning more than a bit per iteration using larger window tables, but the
number of gates of the lookup table increases exponentially.

Since we start with R ← 0E it is infeasible to avoid conditional branching
because affine formulas are incomplete. Instead, we scan the bits right-to-left
and assume that the first bit k0 is 1 (so that we start at R← P ), we double the
input point P in the accumulator T in this algorithm and finally conditionally
subtract (using the 1-bit lookup) P if k0 was 0, as shown in Algorithm 3.

Algorithm 3: ScalarMultiplication(k, P )
Input. A scalar k of N bits,

A point P .
Output. Q = [k]P .
R← P
T ← [2]P
for b bit of k read from second LSB to MSB do
R← b ·R+ (1− b) · (R+ T )
T ← [2]T

end for
k0 ← k mod 2
R← k0 ·R+ (1− k0) · (R− P )
return R

14



With these considerations, implementing the GLV scalar multiplication in a
SNARK is also feasible as demonstrated in [9, Alg. 1]. We further extend this
technique by using a 16-bit lookup, as show in the attached code (See Section 4.2).
While the cost of lookups grows in SNARK circuits, we empirically found that,
in the case of emulated arithmetic (elliptic curve base field is different from
the SNARK field), it yields the best performances. The scalar decomposition is
verified inside the SNARK circuit. However, sub-scalars can be negative. In this
case the hint returns positive sub-scalars and a bit to indicate when to inverse
points instead using a 1-bit lookup.

When the curve is endomorphism-equipped, we implement a MSM of size 4
using the 16-bit lookup as shown in the attached code (See Section 4.2).

For curves in twisted Edwards form, since formulae are complete, we implement
a 2-bit windowed scalar multiplication as shown in [31] and [3, Alg. 17]. For a
MSM of size 4, the cost of the 16-bit lookup is expensive in native arithmetic
compared to the cost of point arithmetic. This makes the algorithm in Section 3.3
costlier than the one in Section 3.1 for Bandersnatch curve as shown in Table 6.
In native SNARK circuits, we it is better to always use Section 3.1 regardless of
the existence of an efficient endomorphism.

Proving and witness generation times trade-off. In blockchain applica-
tions, e.g. StarkNet 4, to prevent Denial of Service (DOS) attacks, arbitrary
hints are not allowed. A malicious prover can run an infinite loop as a hint
and cause a DOS. Only whitelisted hints by StarkNet are allowed. A developer
submits their hint as a transaction calldata 5 which costs fees and is limited in
size, inherently limiting the DOS surface. In this case, we would like to trade off
the cost of the witness generation for the cost of the proving. In this case, for
the scalar decomposition hint, we use the half-GCD algorithm in Z[j] developed
in Section 2.5 instead of the lattice reduction techniques shown in Section 2.4.
However, this increases the bounds on the sub-scalars as seen in Section 2.5
resulting in slower proving but cheaper calldata per transaction.

4.2 Implementation and benchmarks

Our code is available in the following GitHub repository:
https://github.com/yelhousni/scalarmul-in-snark.
We choose to implement our work for some of the widely used elliptic curves

in SNARKs and blockchains (See Table 2).
We use the gnark library [6] in Golang to implement the circuits. We refer

by r1cs (rank-1 constraint system) to Groth16 constraints and by scs (sparse
constraint system) to the PLONK constraints. We consider two settings:

– Setting (i): The emulated case. We use a SNARK over an arbitrary field
and we prove scalar multiplication over a given elliptic curve by emulating

4 https://www.starknet.io/.
5 https://learnevm.com/chapters/fn/calldata.
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Curve5 Endomorphism? Form
BN254 (Ethereum) X Weierstrass
BLS12-381 [7] X Weierstrass
BW6-761 [11] X Weierstrass
Secp256k1 (Bitcoin) X Weierstrass
P-256 (SEC 2) Weierstrass
P-384 (SEC 2) Weierstrass
Jubjub [31] twisted Edwards
Bandersnatch [24] X twisted Edwards

Table 2: Some elliptic curves used in SNARKs and blockchains.

the base field arithmetic in the SNARK arbitrary field (see [22,1] for details
on field emulation in SNARKs). Table 3 reports our results for curves with
an efficient endomorphism (setting (i)-a) and Table 4 for curves without
endomorphism (setting (i)-b).

– Setting (ii): The native case. We use a SNARK over a fixed field that matches
the base field of the given elliptic curve we want to prove scalar multiplications
over. Table 5 reports our results for curves with an efficient endomorphism
(setting (ii)-a) and Table 6 for curves without endomorphism (setting (ii)-b).

Curve Previous work ([9, Alg. 1]) This work (Sec. 3.3) Speed-up

BN254 381467 scs
78246 r1cs

220436 scs
59351 r1cs

42%
24%

BLS12-381 539973 scs
110928 r1cs

307045 scs
84508 r1cs

43%
24%

BW6-761 1367067 scs
295194 r1cs

765544 scs
212659 r1cs

44%
28%

Secp256k1 385461 scs
78940 r1cs

223188 scs
60089 r1cs

42%
24%

Table 3: Implementation results for setting (i)-a.

Curve Previous work (Alg. 3) This work (Sec. 3.1) Speed-up

P-256 612759 scs
157685 r1cs

294128 scs
78940 r1cs

52%
50%

P-384 1233998 scs
325974 r1cs

588942 scs
159073 r1cs

52%
51%

Table 4: Implementation results for setting (i)-b.
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Curve Previous work ([3, Alg. 17]) This work (Sec. 3.1) Speed-up

Jubjub 5863 scs
3314 r1cs

4549 scs
2401 r1cs

22%
28%

Table 5: Implementation results for setting (ii)-a.

Curve Previous work ([24, Sec. 4.3]) This work (Sec. 3.3) slow-down

Bandersnatch 4712 scs
2621 r1cs

8519 scs
4038 r1cs

80%
54%

Table 6: Implementation results for setting (ii)-b.

In this section, we only implemented single scalar multiplication circuits.
The practical and the theoretical speed-ups roughly match, but the number of
constraints is slightly more complicated to analyse. The look-up table access
has a cost in SNARKs that becomes significant when the table size increases.
Moreover, for the emulated case, the cost of the non-native arithmetic operations
become predominant. We did not investigate the implementation for multi scalar
multiplications as SNARK circuit in gnark, but expect to get a speed-up only
for n = 2. In systems such as PLONK or Groth16, reading points of the pre-
computation table requires some constraints, and the overall circuit size may
increase in consequence. A similar result is expected for scalar multiplication
using GLS decomposition, where the scalar can be decomposed with 8 sub-scalars.

5 Conclusion

In this work, we investigate new techniques for proving scalar multiplications
in the context of generic proof systems. While the computation of scalar mul-
tiplications has been optimized in the last decades, the case of a verification
has not been investigated. Using the hint of the output point, it is possible
to apply decomposition of the scalars in order to speed up the proving time.
Table 7 provides the expected size of scalars and cost for simple and double
scalar multiplications (SM and 2MSM resp.) in the case of small (GLV) and large
(generic) discriminant curves. The obtained scalar sizes were obtained using a
reduction of the lattice with respect to the Euclidean norm. Thus, the maximum
norm is slightly larger than the Minkowski bound. A refined lattice reduction
would be possible in order to reduce further the scalar sizes.

We implemented the different techniques for elliptic curves used in production
in blockchains and obtained significant speed-ups, as shown in Figure 2.

As we have shown in Section 2.3, multi scalar multiplications based on
Strauss’s [30] trick speeds up the algorithmic cost but the pre-computation table
cost grows exponentially in n. Hence, we expect to benefit from our optimizations
for a double scalar multiplication (n = 2) but not for higher multi scalar multipli-
cation (n ≥ 3). However, for future work, considering in SNARK circuits different
5 The parameters of the elliptic curves can be found in https://neuromancer.sk/std/.
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Algorithm Previous work This work
Cost Scalar bound Cost Scalar bound

SM MSM(1, N) r MSM(2, dN/2e) 1.16 · r1/2

GLV SM MSM(2, dN/2e) 1.16 · r1/2 MSM(4, dN/4e) 1.25 · r1/4

2MSM MSM(2, N) r MSM(3, d2N/3e) 1.22 · r2/3

GLV 2MSM MSM(4, dN/2e) 1.16 · r1/2 MSM(6, dN/3e) 1.28 · r1/3

Table 7: In-circuit scalar multiplication cost.

(a) Setting (i)-a scs (b) Setting (i)-a r1cs (c) Setting (i)-b scs (d) Setting (i)-b r1cs

(e) Setting (ii)-a scs (f) Setting (ii)-a r1cs (g) Setting (ii)-b scs (h) Setting (ii)-b r1cs

Fig. 2: Implementation results.

algorithms for larger sizes such as Pippenger’s [4, Sec. 4] or Bos–Coster’s [28,
Sec. 4] algorithms may lead to promising results.
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A Comparison of norms

A.1 Comparison of N and the maximum norm in Z[j]

We compare both norms with | · |2 defined by |x+ jy|2 =
√
x2 + y2. Recall that

N (a + jb) =
√
a2 + b2 − ab, so it is the norm in the complex sense. From the

triangle inequality, followed by Cauchy inequality, we obtain that

|a+ jb|∞ ≤ |a|∞|1|∞ + |b|∞|1|∞ ≤
√
2|a+ jb|2,

N (a+ jb) ≤ N (1)N (a) +N (1)N (b) ≤
√
2|a+ jb|2.

Now, on the circle |x|2 = 1, the norm N reaches its minimum 1√
2
at 1√

2
+ j√

2
,

and so
1√
2
| · |2 ≤ N (·).
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The same reasoning shows that

1√
2
| · |2 ≤ | · |∞.

A.2 Comparison of N and the maximum norm in Z[
√
−2]

Here again, |a+ b
√
−2|∞ = max{|a|, |b|} and N (a+

√
−2b) =

√
a2 + 2b2. Again,

the triangle inequality and the Cauchy inequality shows that

N (x) ≤
√
2|x|2,

|x|∞ ≤
√
2|x|2.

Now, on the circle |x|2 = 1, we see that the norm N reaches its minimum 1 at
1+0

√
−2, and | · |∞ reaches its minimum 1√

2
at 1√

2
+
√
−2 1√

−2 , and so we obtain

| · |2 ≤ | · |∞,
1√
2
| · |2 ≤ N (·).
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