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Abstract—Private Set Intersection (PSI) enables two parties to
compute the intersection of their private sets without reveal-
ing any additional information. While maliciously secure PSI
protocols prevent many attacks, adversaries can still exploit
them by using inconsistent inputs across multiple sessions. This
limitation stems from the definition of malicious security in
secure multiparty computation, but is particularly problematic
in PSI because: (1) real-world applications—such as Apple’s
PSI protocol for CSAM detection and private contact discovery
in messaging apps—often require multiple PSI executions
over consistent inputs, and (2) the PSI functionality makes it
relatively easy for adversaries to infer additional information.
We propose Private Intersection over Committed Sets (PICS),
a new framework that enforces input consistency across mul-
tiple sessions via committed sets. Building on the state-of-
the-art maliciously secure PSI framework (i.e., VOLE-PSI
[EUROCRYPT 2021]), we present an efficient instantiation
of PICS using lightweight cryptographic tools. We implement
our protocol to demonstrate concrete efficiency. Compared to
VOLE-PSI, for input sets of size 224 our communication over-
head is as low as 1.1%. Our end-to-end performance overhead
is 130% in the LAN setting and decreases to 80% — 10% in the
WAN setting with bandwidths ranging from 200 to 5 Mbps.

1. Introduction

Private set intersection (PSI)—a special case of secure
multiparty computation (MPC) [1], [2]—enables two mu-
tually distrusting parties, each holding a private input set,
to jointly compute an intersection of their sets without
revealing anything beyond the intersection itself. This seem-
ingly simple functionality has found numerous applications,
including DNA testing and pattern matching [3], testing
of sequenced human genome [4], password breach detec-
tion [5], mobile private contact discovery [6], [7], and online
advertising measurement [8], among others.

Last few decades have witnessed enormous progress
towards efficient realization of PSI, both in the semi-honest
and malicious security settings. State-of-the-art PSI proto-
cols [9], [10], [11], [12] only use lightweight cryptographic
tools such as vector oblivious linear evaluation (VOLE) [13],
[14], cryptographic hash functions, and symmetric-key op-
erations, resulting in extremely fast implementations.
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Maliciously secure PSI protocols protect against the
strongest class of adversaries, i.e., those who may arbitrarily
deviate from the protocol description. While such protocols
provide strong security guarantees in a single execution of
PSI over a given input set, they fail to address concerns that
may arise when parties are expected to use consistent inputs
across multiple PSI executions. Indeed, this is a requirement
in many real-world applications of PSI.

For example, when a service provider runs PSI repeat-
edly with many users, there is no guarantee that it uses the
same input set each time. Since the standard definition of
security against malicious adversaries allows them to arbi-
trarily choose their inputs, it may seem less critical in some
MPC scenarios. However, it can have serious implications
in the context of PSI. Inconsistent inputs across sessions
can lead to unfair treatment, discrimination, or leaking more
information about users’ inputs.

Below, we illustrate these issues through examples of
real-world PSI deployments. A PSI protocol typically in-
volves a sender and a receiver, with only the receiver
learning the output. We discuss how input inconsistency can
potentially impact both parties.

Inconsistent Inputs from a Malicious Receiver. The PSI
protocol proposed by Apple in 2021 [15] to detect child
sexual abuse material (CSAM) sparked worldwide debate
and controversy, leading to the eventual shutdown of the
initiative. In their approach, Apple acted as the receiver
running a (fuzzy, threshold variant of) PSI, comparing a
set of known CSAM images against user content stored in
iCloud Photos. A critical concern raised by many [16], [17]
was that Apple could use different image sets for different
users. This could result in discrimination among users or
extraction of additional information about users’ legitimate
data—effectively enabling a form of client-side surveillance.
Ideally, we would like to prevent Apple (the PSI receiver)
from arbitrarily modifying its CSAM dataset across users,
particularly by injecting benign images into it.

Inconsistent Inputs from a Malicious Sender. In password
breach detection [5], a service provider uses a fixed set of
breached passwords to run PSI with millions of users, each
holding their own set of passwords. In this case, the service
provider acts as the PSI sender, yet there is no guarantee that
it uses a consistent set across all users. This inconsistency
can potentially lead to discrimination or unfair treatment.
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As in the previous case, we aim to prevent the the PSI
sender from arbitrarily modifying its set across executions,
especially by injecting unbreached passwords.

These vulnerabilities stem from the standard definition
of malicious security in MPC, which allows adversaries to
choose arbitrary inputs. While this is a general limitation
in MPC, it is particularly problematic in PSI because (1)
a single server is often expected to use a consistent set
to run PSI repeatedly with many clients, and (2) the PSI
functionality makes it easy to extract additional information.
This raises the question:

Can we enforce input consistency across multiple PSI
executions, without compromising on concrete efficiency?

1.1. Our Framework

We address the question by introducing a new frame-
work for Private Intersection over Committed (and reusable)
Sets (PICS), which ensures that the adversary uses consis-
tent input sets across multiple PSI executions.

Similar to a standard PSI protocol, PICS is an interactive
protocol executed between two parties—a sender and a
receiver. It consists of two phases:

o Committing Phase: Both parties publicly commit to their
respective input sets using a succinct commitment scheme.

o Intersection Phase: The sender and receiver engage in
a maliciously secure PSI protocol over their committed
input sets while ensuring that neither party can inject new
elements into their committed sets. Only the receiver gets
the output of this intersection.

We emphasize that the Committing Phase is generally
viewed as a one-time setup per party. Once the public
commitments are established, both the sender and receiver
can engage in the Intersection Phase multiple times with
different counter-parties.

We remark that our framework only focuses on pre-
venting malicious adversaries from injecting new elements
into their committed sets. This suffices for our intended
applications discussed in Section 1.3. However, one could
consider a stronger requirement, where adversaries are
forced to use the exact same set in each execution of
the Intersection Phase. In fact, looking ahead, our protocol
achieves this stronger guarantee against a malicious receiver.

1.2. Our Contributions

Our contributions are as follows:

1) We introduce a new framework for Private Intersection
over Committed (and reusable) Sets (PICS), as elabo-
rated above.

2) We present an efficient instantiation of this framework
using lightweight cryptographic tools, while maintaining
black-box use of cryptography. Our construction com-
poses VOLE-based PSI [9], [10], [11], [12] with FRI-
based proof systems [18] in a novel way. Compared to

the underlying maliciously secure VOLE-PSI, our tech-
niques only introduce an additional polylogarithmic (in
the set size) computational overhead, while preserving
the round complexity.

3) We implement our protocol to demonstrate concrete ef-
ficiency. The commitment size of each party is only 32
bytes. The communication overhead of PICS, compared
to VOLE-PSI, is as low as 1.1% for set size n = 224,
while the computational overhead is 60 — 130% for set
sizes between 2'6 to 22%. However, since our commu-
nication overhead is minimal, this gap narrows over
WAN networks. For instance, in WAN networks with
80ms RTT latency and SMbps bandwidth, our end-to-end
runtime overhead reduces to 10% for set size n = 224,

4) We compare our performance with prior work on Autho-
rized PSI [19] and client-server PSI [20], which partially
addressed this problem, although with notable limitations
(see Section 5.2 for details).

1.3. Example Applications

Running PSI over committed inputs is critical in many
applications. In this section, we elaborate on applications
of PICS that assures both parties of interest that the other
(potentially malicious) party does not inject harmful ele-
ments into their committed set. Furthermore, the succinct
commitment makes it possible to store “snapshot” of the
set at each time period, enabling easier further audit.

The Apple’s PSI Protocol. Apple introduced a PSI protocol
[15] to combat child sexual abuse in 2021. At its core, the
protocol finds a (fuzzy) intersection between a large dataset
(provided by NCMEC and other child-safety organizations
[21]) with the users’ set of photos on iCloud. Albeit with a
good intention, the protocol sparked controversy as it allows
the dataset holder (i.e., Apple) to inject arbitrary data when
running the protocol, and in the worst case, learn the entire
image library of users. In this case, PICS provides protection
against a malicious receiver.

Private Mobile Contact Discovery. When a new user
registers for a messaging app, the app provider would like
to find out which of the user’s contacts have also already
registered with the app. This can be achieved in a privacy-
preserving manner using PSI [6], [7]. However, the app
provider (acting as a PSI receiver) may learn more infor-
mation about the users’ contacts by providing inconsistent
inputs across different PSI executions. For instance, in the
U.S., for a newly registered phone number, the set of all
numbers that share the same area code with it (such as +1
212 xxx xxxx) is much smaller than the set of all possible
ten-digits phone numbers. By injecting elements from this
smaller set into the PSI protocol, the service provider can
potentially infer the new user’s contacts, especially those
who live nearby, even if they have not registered with the
app. As in the previous example, PICS protects users against
a malicious receiver.

Password Breach Detection. Many web browsers [22],
[23], [24], [25] allow users to check whether their pass-



words are included in a dataset of breached passwords,
in a privacy-preserving way by running PSI. Consider a
threat model where a powerful adversary seizes control
of such a service provider and can also monitor a user’s
internet activity. In this setting, the adversary may learn
more information about the users’ (unbreached) passwords.
Specifically, the adversary injects a set of unbreached pass-
words (curated carefully using prior knowledge about a user)
into the password dataset, and then monitors whether the
user attempts to change their password on any platform.
In this example, PICS protects users against a malicious
sender, preventing this kind of attack.

California Delete Act. The California Delete Act (Senate
Bill 362) [26], [27] plans to grant Californians the right to
demand that data brokers erase their personal information
from their records. At the core of this bill is a requirement
for a centralized deletion platform, which provides an inter-
face for customers to demand deletion from all registered
data brokers.! To enable each data broker to learn which
data to remove from their database, without learning other
consumers on the list, a PSI protocol is particularly suitable.
The centralized deletion platform acts as a PSI sender with
a set of consumers who requested deletion, while the data
brokers act as PSI receivers, each holding a set of consumers
in their database.

The consistency of inputs from both the sender and
the receivers is crucial to ensure a proper implementation
of the legislation. Note that malicious intention to inject
elements into their sets is not entirely unrealistic: the sender
could inject arbitrary names into their set without consent,
potentially motivated by censorship. A receiver could also
lie about their set during a later audit, which violates this
additional measure enforced by the SB-362 bill.

To the best of our knowledge, it is still unclear how
this bill will be deployed. We position PICS as a potential
technical solution for this problem, due to its lightweight
set commitment (a single Merkle hash), fast committing
time, and low overhead compared to state-of-the-art PSI
protocols. We estimate that, given California’s population
of 40 million, it takes less than 5 minutes for both parties
to compute set commitments on an AWS instance. Addi-
tionally, our protocol support the following extensions (see
Section 4.3 for details), would further solidify other aspects
of the legislation:

o Fast and verifiable refreshing. Each data broker is required
to access the deletion mechanism at least once every 45
days, hence it requires the central platform to regularly
refresh the set of consumers to be deleted. PICS’ fast
committing time makes timely updates practical. Further-
more, it can support proof of consistency between the two
sets before and after each refresh.

o Transparency. With the FRI commitment scheme, PICS
can additionally support membership testing, allowing a

1. The bill “allows a consumer, through a single verifiable consumer
request, to request that every data broker that maintains any personal
information delete any personal information related to that consumer held
by the data broker or associated service provider or contractor.”

consumer to verify that their name is included in the
committed set.

Remark. We note that while in the rest of this paper we
present our construction assuming both the sender and re-
ceiver commit to their respective inputs apriori, our protocol
can be easily stripped down to only having a single party
commit to their inputs in advance, if the application so
demands.

1.4. Our Techniques

In this section, we outline the key ideas behind our
approach to designing a concretely efficient PICS protocol.

Strawman Approach and its Drawbacks. A natural way
to instantiate our framework would be to use the standard
commit-and-prove GMW paradigm [28]. Specifically, par-
ties can run any standard maliciously secure PSI protocol
during the Intersection Phase, while attaching a generic
zero-knowledge proof [29] to each message to demonstrate
that it was computed honestly and is consistent with the
committed inputs.

While theoretically sound, this approach introduces sig-
nificant computational overheads. Recall that a PSI proto-
col involves cryptographic operations, and proving that all
messages in such a protocol were honestly computed using
committed inputs typically requires a non-black-box use of
cryptography, making the protocol impractical.

1.4.1. Starting Idea. We first argue the strawman approach
that requires proving consistency for every computed mes-
sage is excessive.

GMW-Paradigm over a Malicious PSI is Wasteful. The
standard definition of security against a malicious adversary
in a PSI protocol inherently guarantees that if the protocol
ends successfully (i.e., with the receiver learning the output),
then all messages sent by the adversary must be consistent
with some input. We elaborate on this below.

In the real-ideal world security paradigm [30], this is
established by demonstrating the existence of a polynomial-
time simulator that can extract the adversary’s effective in-
put. This extraction is feasible because, after a certain num-
ber of message exchanges, the adversary’s input becomes
“implicitly committed” within the protocol. That is, the
adversary’s strategy up to that point effectively binds them
to a specific input. Consequently, if the receiver obtains an
output, then all subsequent messages sent by the adversary
must also be consistent with the extracted input.

Since malicious security in a PSI protocol (that com-
pletes successfully) already ensures that all messages in the
protocol must have been honestly and consistently computed
with respect to some input, requiring the parties to addition-
ally prove that every message is computed consistently with
their committed inputs is redundant.

Instead, it suffices to select a subset of messages (which
depend on the entire input) and prove their consistency with
the committed inputs. The consistency of the remaining



messages then follows from the malicious security of the
underlying PSI protocol. This observation forms the foun-
dation of our approach.

Our Strategy. To achieve a concretely efficient PICS pro-
tocol, we build upon the state-of-the-art maliciously secure
VOLE-PSI protocol [9], [10], [11], [12].

Leveraging the above observation, we first identify, for
both the sender and the receiver, the subset of messages
in the underlying VOLE-PSI protocol that implicitly bind
them to their respective inputs. We refer to these as their im-
plicit commitments. We then design efficient zero-knowledge
proofs that enable the sender and receiver to demonstrate
that their implicit commitments are consistent with their
explicit input commitments from the Committing Phase.
Importantly, we only make a black-box use of cryptography.

1.4.2. Overview of VOLE-PSI [9]. Before detailing our
implementation of the above strategy, we review the con-
struction of VOLE-PSI. This protocol proceeds as follows:

e VOLE Correlation: As the name suggests, VOLE-PSI
[9] is based on a Vector Oblivious Linear Evaluation
(VOLE) sub-protocol. In the first step, the sender and
receiver execute a VOLE sub-protocol [31], obtaining
the following correlated values: the sender receives a
scalar A and a vector B, while the receiver obtains two
vectors (A, C) such that C=A- A + B.

e Receiver’s Message: The receiver computes an Obliv-
ious Key-Value Stores (OKVS) encoding (see Sec-
tion 2.2) of their input set, denoted as P. The receiver
then sends A’ = A + P to the sender.

e Sender’s Final Message: The sender processes the
receiver’s message using A and B, obtaining values
t1,...,t,, where n is the size of the sender’s set. The
sender then transmits

H(ty||z1), ..., H(ty|zn)

to the receiver, where H is a random oracle (instanti-
ated as a hash function), and z4, . . ., x,, are the sender’s
input elements. This is the only message from the
sender that directly depends on her input.

e Receiver’s Output: Finally, the receiver processes the
sender’s message using A, C, and P to compute the
intersection.

Sender’s Implicit Commitment. The hash values H (¢;|x;)
implicitly bind the sender to her input. To ensure input
consistency in PICS, the sender only needs to prove that
the x;’s used in these hash computations match those in her
initial commitment. Importantly, we do not need to prove
that the ¢;’s were computed correctly or that the VOLE
sub-protocol was executed honestly. This allows us to avoid
any non-black-box use of the operations in the VOLE sub-
protocol.

Skipping the verification of the ¢; values is sufficient
to prevent the sender from injecting new elements into her
committed set during the Intersection Phase. However, it
still allows the sender to execute the Intersection Phase on

a strict subset of her committed inputs. As discussed in
Section 1.3, this suffices for our intended applications.

Receiver’s Implicit Commitment. It is clear that A’ is
the only message sent by the receiver that depends on his
entire input. Since A’ is computed using P, which in turn
is derived from his inputs, this message binds the receiver
to his inputs and can be used as an implicit commitment.

1.4.3. Proving Consistency Between Initial and Implicit
Input Commitments. As discussed earlier, our goal is to
design this proof while ensuring black-box use of the cryp-
tographic operations involved in both commitment schemes.
To achieve this, two key design choices must be made:

o Choice of Explicit Initial Commitment: While the im-
plicit commitment is determined by the underlying
PSI protocol, we have the flexibility to choose the
commitment scheme for committing to the inputs in
the Committing Phase.

o Custom Commit-and-Prove Style Proofs: Since we have
no flexibility in choosing an implicit commitment, it is
unclear whether any existing commit-and-prove style
proofs can be used to ensure consistency. Therefore, we
must design custom commit-and-prove style black-box
consistency proofs for both the sender and the receiver.

Crucially, we aim to make these design choices while keep-
ing the underlying VOLE-PSI protocol infact, augmenting
it only with additional messages and introducing minimal
overhead.

Choice of Explicit Initial Commitment Scheme. Ob-
serve that we need to commit to a set of elements in the
Committing Phase. For this, we would require a vector
commitment scheme. However, we instead choose to work
with a polynomial commitment scheme. Since vectors can
be cast as polynomials using polynomial interpolation, poly-
nomial commitment also serves as an easy replacement for
vector commitment.

Our decision to use a polynomial commitment instead
of a vector commitment is driven by two key reasons: (1)
recent advancements in the field of succinct non-interactive
arguments of knowledge (SNARKSs) have demonstrated that
it is possible to design efficient proofs for proving statements
about values committed using a polynomial commitment
scheme, while maintaining black-box use of cryptography.
(2) We observe that the sender’s implicit commitment to
her input set in the VOLE-PSI protocol can be reformulated
(with the addition of a few extra messages) as a well-known
polynomial commitment scheme based on FRI [18].

Custom Commit-and-Prove Style Proofs. Since the
sender’s implicit commitment aligns with FRI-based poly-
nomial commitment, proving consistency between her initial
and implicit commitments essentially reduces to a standard
task in modern SNARK literature—proving consistency be-
tween two FRI-based polynomial commitments. We design
our custom proofs using these techniques. The main novelty
lies in how a subset of the VOLE-PSI messages can be



interpreted as a polynomial commitment. We defer details
to Section 4.

The receiver’s side is more challenging, as there is no
direct implicit polynomial commitment to the receiver’s
input. Instead, his implicit commitment is A’ = A + P,
where A comes from VOLE and P is an OKVS encoding.
We now need to prove consistency between A’ and an
initial FRI-based polynomial commitment of the receiver’s
input. Crucially, we must avoid non-black-box use of the
cryptographic operations involved in the OKVS and VOLE
constructions. In Section 4, we explain how we overcome
these challenges by exploiting the linearity of the VOLE
correlation and the security guarantees of VOLE.

2. Preliminaries

In this section, we start by establishing some notation
and then recall preliminary definitions.

2.1. Notation

A is used to denote the computational security parameter

and x the statistical security parameter. = &S denotes that
x is sampled uniformly at random from the set S. Boldface
alphabets of the form A are used for denoting vectors. For
n € N, let [n] represent the set {1,2,...,n}. We assume
that all algorithms/functions implicitly take the security
parameters as input, but generally omit it for brevity.

Randomized Polynomial Encodings. We will often encode
vectors as polynomials to facilitate their commitment using
a polynomial commitment scheme. Let {w!, w? ... w"}
represent the n'" roots of unity i.e., roots of the equation
" = 1 over F. We define a polynomial encoding of a vector
A = (a1,as,...,a,) as a polynomial A(-) of degree less
than n such that A(w?) = a; for all 1 <i < n.

For privacy, we will also sometimes work with random-
ized low-degree extensions of polynomials. More formally,
a r degree randomized extension of a polynomial p(-) is
the polynomial p'(z) = p(z) + (z% — 1) - R(x) where d is
the degree of the polynomial p(-) and R(z) is a randomly
sampled polynomial of degree 7.

We represent converting a vector V into a r degree
randomized extension of the corresponding polynomial as
V() + Vec2RandPoly(V;r).

2.2. Oblivious Key-Value Stores (OKVS)

OKYVS is a data structure that is used to encode a set
of key-value pairs. OKVS hides the keys associated with
random values.?

Definition 1 (Oblivious Key Value Store [10]). Let KC be the
set of keys and V the set of values. An oblivious key-value
store (OKVS) scheme consists of a pair of PPT algorithms
(Encode, Decode) defined as follows:

2. The definition and constructions extend to pseudo-random values
naturally.

1) P < Encode({(ki,vi) }ic[n]): The encode function on
input a set of key-value pairs {(ki,v;)}ic[n) outputs a
vector P representing the OKVS data structure.

2) v + Decode(P, k): The decode function on input an
OKVS data structure P and a key k outputs a value v.

These algorithms satisfy the following properties:

o Correctness: For each subset A C K XV comprising
of key-value pairs with distinct keys (i.e., for each pair
(k,v), (K',v') € A k # k'), the following holds for
each (k,v) € A:

Pr[Decode(Encode(A), k) # v] < negl(\)

o Obliviousness: For any two distinct key sets

{KY, ... KOy and  {ki,... kLY,  distributions
R(KY, ... k) and R(ki,... kL) are computationally
indistinguishable, where R is defined as:

R(kl, ey kn)

for i € [n]: v; Y
return Encode({(k1,v1),..., (kn,vn)})

Looking ahead, we additionally require the Decode function
to be linear in P and that the OKVS P is a vector of field
elements. Several existing OKVS constructions ([12], [32],
[33], [9]) satisfy these constraints.

2.3. Secure Multi-Party Computation

Looking ahead, we see that it is easy to define our frame-
work PICS as well as underlying cryptographic primitives
like VOLE as ideal functionalities and then argue security.
Since our framework can be seen as a special form of secure
multi-party computation, we follow standard MPC literature
and consider the real-ideal paradigm. Secure multi-party
computation allows mutually distrusting parties to compute
a function on their joint private inputs without revealing
anything but the output. In the ideal world, there is a trusted
third party (TTP) that computes a function f that cannot be
corrupted. We denote by IDEAL ¢ sim(-),7(x) the joint output
of the parties where x is the vector of inputs of all parties
and Sim is an adversary that corrupts parties in the set [
and receives auxiliary input z. In the real world, parties
interact with each other according to some protocol m. We
denote by REAL, 4(.) ;(x) the joint output of the parties
where x is the vector of inputs of all parties and A is a
malicious adversary that corrupts parties in the set I and
receives auxiliary input z.

Definition 2 (Security with abort against malicious adver-
saries [34]). We say that a protocol m computing a two-party
functionality f achieves security with abort against mali-
cious adversaries if for every non-uniform PPT adversary
A, there exists a non-uniform PPT simulator Sim, such that
for every I C [n], for all possible inputs x, for all auxiliary
input z,

IDEAL sim(2),1(X) = REAL; 4(z),1(X)



2.4. Vector Oblivious Linear Evaluation (VOLE)

VOLE is an input-less secure two-party computation
protocol that allows the sender to obtain random values
A € F and B € F™ and the receiver to obtain values
A, C € ™, such that C = AA + B. Formally speaking, a
VOLE protocol myorg securely realizes the following ideal
functionality FyoLg according to Definition 2.

Functionality FvoLe

o Sender sends (Sender,id) and Receiver sends

(Receiver, id) to instantiate FvoLg

o FvoLe now does the following:

— If the Sender is malicious, wait to receive A € I
and B € F™. Sample A & F and set C =
AA+B

— Else if the Receiver is malicious, wait to receive
A,C cF™ Sample A & F and set B = C —
AA

— Else, sample A <i Fand A,B ﬁ F™ and set
C=AA+B

» Send (A, B) to Sender and (A, C) to Receiver

Figure 1: VOLE Functionality

2.5. Polynomial Commitment Schemes

A polynomial commitment scheme [35] is a type of
functional commitment that enables one to commit to poly-
nomials and later open the commitment at any evaluation
point, accompanied by a proof of consistency with the
committed polynomial.

Definition 3 (Polynomial Commitment). A polynomial com-
mitment for polynomials over a field F consists of a tuple
of PPT algorithms (PCS.Setup, PCS.Commit, PCS.Open,
PCS.Verify) defined as follows:

e PP & PCS.Setup(1*) : The setup algorithm takes
as input the security parameter \ and outputs public
parameters pp.

o (o,7) & PCS.Commit(pp, d, p(-)) : The commit algo-
rithm takes as input the public parameters pp along
with a polynomial p of degree less than d, and outputs
a commitment o along with the randomness used r.

e (y,m) < PCS.Open(pp,d,p(:),0,7,2) : The open
algorithm takes as input the public parameters pp,
a polynomial p of degree less than d along with its
commitment o, randomness r used during commit, and
an evaluation point x and outputs evaluation y = p(x)
along with a proof T certifying that the evaluation is
correct with respect to the commitment o.

e 0/1 « PCS.\erify(pp,d,o,x,y,m) : The verify al-
gorithm takes as input the public parameters pp, a
commitment o, an evaluation point x along with the

evaluation y, and a proof  and outputs 0/1 depending
upon whether it accepts/rejects the proof.

These algorithms satisfy the following properties:

« Correctness: Let pp <= PCS.Setup(1*). The following
holds for any polynomial p(-) of degree less than d
defined over F and for each x € F:

Pr[PCS.Verify(pp, d, o, x,y, 7)) # 1] < negl(A),

where (o,1) & PCS.Commit(pp, d, p(-)), and
(y,m) < PCS.Open(pp,d,p(:),0,r,x).

o Polynomial Binding: Let pp & PCS.Setup(1*). There
exists a PPT extractor &, such that for any n.u. PPT ad-
versary A, (d,o) < A(pp), X = {x1,22,...,Ta+1}
where each x; EFand (yi, m) < Alpp,d,o,x;), the
following holds:

Pr {{PCSVerlfy(PPa da 0, T, Yi, ﬂ—i) = 1}i€[d+1]

N P(-) # intp(Z)} < negl(\)

where P() = E-A(pp, d7 U)’ Z= {(x%yi)}ie[d"rl]’ and
intp is an algorithm that takes as input a set of (d +
1) polynomial evaluations and outputs the interpolated
polynomial P(-) of degree less than d satisfying the
given evaluations (L if does not exist).

o Hiding: Let pp & PCS.Setup(1*). There exists a PPT
simulator Sim, such that for any polynomial p(-) of

degree less than d, (o,r) & PCS.Commit(pp, d, p(-)),
if for all sets I, (x;,yi,7i)icr such that
PCS.Verify(pp, d, o, z;, y;, m) = 1, then

{Sim(pp,d, o, {zs, yi}ier)} ~c {{mitier}

FRI based Polynomial Commitment Scheme Fast
Reed-Solomon Interactive (FRI) [36] is a renowned and
widely used oracle proof of proximity protocol that
was later extended to a polynomial commitment scheme
[18]. Although we use this commitment in a black-box
manner, our protocol crucially relies on the structure of the
PCS.Commit(-) algorithm which we now briefly describe:

Commit: On input a polynomial p(-) of degree less than
d, define the evaluation domain D to be the set of Dth
roots of unity over F where D = c¢ - d for some suitably
chosen constant c. Let y1,¥s,...,yp be evaluations of p(-)
on D, that is, y; = p(w’) where w is the generator of D.
Now, the commitment of the polynomial p(-) is the Merkle
root corresponding to the Merkle commitment for the vector
(y1,Y2,-..,yp) using a hash function H modeled as a
random oracle.

We make black-box use of the Open and Verify algo-
rithms. We will also omit the randomness r and degree d
when describing our construction for readability.



2.6. Zero-Knowledge Proofs/Arguments

We will use the standard definition of public-coin in-
teractive zero-knowledge arguments of knowledge [29] and
later compile them into non-interactive zero-knowledge ar-
guments of knowledge (NIZKs) in the random oracle model
using the Fiat-Shamir [37] transform. We recall the defini-
tion of NIZKSs in the random oracle model now.

We use H to denote the random oracle and H in
the superscript to denote that the corresponding algorithm
makes black-box calls to H.

Definition 4 (NIZK in ROM (simplified from [38])). Let R
be an NP relation corresponding to the language Lr, i.e.,

Lr={z]| 3w st R(z,w)=1}

A non-interactive zero-knowledge proof system between a
prover P and verifier V for Lg consists of a pair of PPT
algorithms (Prove’  Verify™) defined as follows:

e & Prove (z,w) : On input a statement x and a
witness w, this (randomized) algorithm outputs a proof
.

e 0/1 « Verify (z,7) : On input a statement x and
a proof w, this algorithm outputs a bit 0/1 denoting,
reject/accept respectively.

These algorithms satisfy the following properties:
» Completeness: For all =, w such that R(z,w) = 1,

Pr[Verify™ (z, Prove™ (z,w)) # 1] < negl()\)

o Knowledge Soundness: There exists a PPT extrac-
tor £, such that for any malicious PPT prover P*,
statement-proof pair (z,7) < P*(1*), the following
holds:

Pr[R(z,w) # 1 A Verify™ (z,7) = 1] < negl()\),

where w + £ (z).

o Zero Knowledge: There exists a PPT simulator Sim™ s
such that for all statement-witness pairs (z,w) where
R(z,w) = 1, the following holds:

{Sim” (2)} ~. {Prove (z,w)}
Commit-and-Prove NIZK. In this work, we will use NIZKs
for a specific class of languages comprising of statements

corresponding to pre-committed polynomials. In particular,
these are languages of the form:

L' ={(pp,0) 3 (p(-),w) s.t.

o = PCS.Commit(pp, p(-)) A R(p(-), w) = 1}

NIZKs corresponding to such pre-committed values are
often referred to as commit-and-prove NIZKs. Since our
protocol is in the ROM, we generally omit the superscript
H in our protocol descriptions.

3. Defining Private Intersection over Commit-
ted Sets (PICS)

In this section, we present a formal definition of our
framework. In this definition, we work in the bounded
intersection model, i.e., we assume that the parties know
the maximum number of intersections ahead of time, that
they might wish to compute in the future. This simplifi-
cation makes the protocol easier to explain and analyze.
Meanwhile, this simplification is justified for the following
reasons:

1) From a practical perspective, for sets of size n, our
implementation supports up to n intersections. In other
words, for input sets with a million elements, our
implemented protocol supports a million intersections,
which suffices for most real world use cases.

2) We discuss a simple extension of our protocol in
Section 4.3 that supports an unbounded number of
intersections at minimal cost.

As discussed previously, a protocol in this framework
of private intersection over committed sets proceeds in two
phases:

1) Committing Phase: In this phase, the parties commit
to their input sets that will later be used to compute the
intersection. More formally, a party P will commit to
their role as sender or receiver together with their input
set. They will also specify the maximum number of
subsequent intersections M that they want to compute.

2) Intersection Phase: Two mutually distrusting parties
who then wish to securely compute the intersection on
their respective input sets, can now do so while ensur-
ing consistency with the inputs committed to during
the Committing Phase.

Let X and Y be the respective inputs of the two parties
that were committed during the Committing Phase. Our
definition ensures that when these parties compute an in-
tersection during the Intersection Phase, they are unable to
inject new elements into the committed sets (without causing
the protocol to fail). Observe that this definition allows them
to choose arbitrary subsets X’ C X and Y’ C Y, such that
the output of the Intersection Phase is X’NY”’. As we shall
see later, our protocol guarantees strong input consistency
on the receiver side, i.e., Y/ = Y. It is an interesting open
question whether we can enforce X’ = X to achieve strong
input consistency on the sender side.

Since our PICS framework supports the ability for mul-
tiple parties to commit to their inputs and later perform an
intersection between any pair of parties, we give a general
definition involving multiple parties. A formal description
of the ideal functionality Fpics, capturing these properties,
is provided in Figure 2. It is parameterized by two values,
m,n € N, where m denotes the input set size of the sender
and n that of the receiver.

Definition 5 (Private Intersection over Committed Sets).
Let m1 = (Tcom, Tint), where Tcom and mn are interactive
protocols for the Committing Phase and Intersection Phase



Functionality Fpcs

o Committing Phase:

1) Sender: Send (X, idsen, Msen) to TTP.

2) Receiver: Send (Y, idRrec, MRec) to TTP.

3) TTP: If cntse, Or cntrec (respectively) doesn’t
already exist, then initialize it to O and store the
corresponding data. Else, ignore.

e Intersection Phase:

1) Receiver: Send (idsen, idrec, Y') to TTP

2) TTP: Check if cntgen < Msen and cntree <
Mgec If not, abort. Else, send (idsen, idrec, Y”')
to Sender.

3) Sender: Send (Accept,X’) or L to TTP de-
pending upon whether she wishes to compute
an intersection or not.

4) TTP: If the Sender sent abort, send L to
Receiver. Check if |X| < m, [Y]| < n,
X' C X, and Y/ C Y. If any check
fails, abort. Else, send (X' N Y’) to the
Receiver, (|X|,|Y|, Msen, MRec) to both the
Sender and Receiver, and update cntge,+ = 1
and cntgrec+ = 1.

Figure 2: PICS Functionality

respectively. Suppose n € N parties execute k combined
instances of Tcom and e in an arbitrary order. Let A be
a malicious, n.u. PPT adversary corrupting at most n — 1
parties. We say that m is a protocol for private intersection
over committed sets if the combined k executions of Tcom
and T satisfy Definition 2 with respect to Fpics and A.

4. Constructing Private Intersection over Com-
mitted Sets (PICS)

We now describe our construction of a PICS protocol.
We start by discussing the main ideas in Section 4.1 and
present the formal details in Section 4.2. Finally, we con-
clude with some extensions in Section 4.3.

4.1. Main Ideas

Recall from Section 1.4, that we refer to the
commitments computed by the parties during the
Committing Phase as their initial commitments and
their messages in the underlying VOLE-PSI protocol
that implicitly bind them to their respective inputs as
their implicit commitments. Our main goal is to design
efficient consistency checks between these two forms of
commitments. For simplicity, in this section, we assume

both parties have input sets of size n.

4.1.1. Sender. We first outline our approach for the sender.

Re-imagining Sender’s Implicit Commitment as a FRI-
Based Polynomial Commitment. Let us discuss how
one can augment the sender’s implicit commitment, i.e.,
H(ty||x1), ..., H(ty||x,) (refer Section 1.4), to cast it as
a FRI-based polynomial. Let {',...,5*"} be the 4cn-th’
roots of unity*, and let T'(z) be a degree (2n—1) polynomial
obtained by interpolating points {t1,x1,...,tn, Zn}, such
that for each i € [n], T(6*¢") = z; and T(5*¢1) = ¢;.

In order to commit to this polynomial using the FRI-
based polynomial commitment, one would start by evaluat-
ing it at {6',...,6%"} and then create a Merkle tree using
T(6Y),...,T(5*m) as the leaves of the tree. Observe that
n of the 2¢n nodes on the second level from bottom (i.e.,
the level above leaves) are of the form:

H(T (61, T(6*) = H(t;, z;).

This precisely correspond to the sender’s implicit commit-
ment in the VOLE PSI protocol. Therefore, in order to send
a polynomial commitment to 7T'(x), it suffices for the sender
to additionally send the remaining 2cn — n nodes in the
second level of the Merkle tree. Given these 2¢n hash values,
the receiver can compute the root of the Merkle tree which
corresponds to a polynomial commitment to 7'(z).

Explicit Initial Commitment. We again use the FRI-based
polynomial commitment to commit to the sender’s inputs
in the Committing Phase. In particular, let {w?,... , w"}
be the n-th roots of unity, and let X (z) be a degree n —
1 polynomial obtained by interpolating the sender’s inputs
{z1,...,z,} on these roots of unity, i.e., for each i € [n],
X (w') = z;. The sender then commits to this polynomial
using the FRI-based polynomial commitment.

Proof of Consistency. Now that we have FRI commitments
to T'(x) and X (z), all that remains is to show that these
polynomials were defined consistently using the same set
of x; values. In other words, we want to show that Vi € [n]:

T(5*") = X(w") 4))

Recall that since 6°’s are 4cn-th roots of unity and w®’s
are n-th roots of unity, it must hold that for each i € [n],
d4¢t = ?. Therefore, the above check reduces to ensuring
that for all i € [n], T'(w’) = X (w?%). In other words, there
must exist a polynomial D(x) of degree at most n— 1, such
that

T(z) — X(x) = (2" — 1) - D(x).

This check can be done using a standard approach
employed in the design of commit-and-prove zkSNARKS,
where the prover additionally sends a polynomial commit-
ment to D(x). The verifier then samples a random eval-
uation point r in the field. The prover evaluates all these
polynomials T'(x), X (z), and D(x) at this point and sends
the corresponding polynomial opening proofs. The verifier
checks if T'(r)— X (r) = (r™ —1)- D(r). Soundness follows
from the Schwartz-Zippel Lemma ([39], [40]).

3. c is the soundness parameter for FRI polynomial commitment.
4. We explain later why we choose this specific set of roots of unity



Input-Hiding Polynomial Commitments. We note that
the FRI-based polynomial commitment, on its own, does
not provide any hiding guarantees. Moreover, as the com-
mitter opens evaluations of the polynomial, progressively
more information about the polynomial is leaked. Since
the polynomial encodes the set X, this leaks information
about X. To remedy this, we use the standard technique
of randomizing the polynomial to which one wishes to
commit to. The degree of freedom in this polynomial is
chosen depending upon the number of times the polynomial
commitment is opened. This ensures that openings of the
polynomial commitment do not leak information about the
underlying vector. Furthermore, this randomization proce-
dure is done outside the roots of unity at which the vector
has been encoded. This is to ensure that the points of interest
on this polynomial (X (w®) in the previous case) are not
changed.

Choice of Roots of Unity. We now explain our decision to
choose the 4cn-th roots of unity in the previous argument.
Note that the way we define the polynomial T'(+) is directly
related to the structure of the FRI polynomial commitment
scheme. Care needs to be taken to ensure that this struc-
ture is compatible with the parameters of the FRI scheme.
Observe that T'(-) has degree 2n — 1 and we open T'()
at a random point r. Thus, the degree of the randomized
extension of T'(-) is 2n. To ensure compatibility with FRI,
the roots of unity chosen must have size > 2¢cn where c is
the soundness parameter for FRI. Furthermore, the order of
the generator for this set of roots of unity must be divisible
by n and 2 for (1) and FFT to hold respectively. The smallest
such value that satisfies all these constraints is 4cn; hence
our choice for the roots of unity.

4.1.2. Receiver. We now focus our attention towards the
receiver.

Receiver’s Input-Binding Message. Recall from Sec-
tion 1.4.2 that the only input-dependent message sent by
the receiver in VOLE-PSI is A’ = A + P, where A is
the output of the VOLE sub-protocol and P is an OKVS
encoding of the receiver’s input. To ensure input consistency,
it suffices for the receiver to convince the sender that A’ was
computed correctly using the inputs committed to during
the Committing Phase. In other words, the receiver has to
essentially prove the following statement:

There exists A, P, where P is an OKVS encoding of the
inputs within the initial commitment and A is the VOLE
output, such that A' = A + P.

Designing a proof for this statement presents the follow-
ing challenges:

1) Challenge 1: Computing OKVS encodings is computa-
tionally intensive, and proving that this encoding was
computed honestly would introduce significant over-
heads. Furthermore, such proofs typically involve non-
black box use of the underlying crypto primitives.

2) Challenge 2: VOLE is a cryptographic primitive. At
first, it is unclear how the receiver can convince the

sender that A was indeed the output of the VOLE
sub-protocol, without making non-black-box use of the
VOLE sub-protocol.

We now address these challenges one by one.

Explicit Initial Commitment. Since the computation of
P is independent of any other messages exchanged in the
VOLE-PSI protocol and can be re-used across multiple
PSI executions, our idea for overcoming the first challenge
is to use a commitment to P as the initial commitment.
Specifically, during the Committing Phase, instead of just
committing to his inputs {y1,...,yn}, the receiver encodes
a set of key-value pairs {(y1, H(y1)), .- -, (yn, H(y»))} into
an OKVS data structure P and then commits to P using the
FRI-based polynomial commitment.

Since the initial commitment to receiver’s input set now
is the commitment to P itself, all that remains is for the
receiver to convince the sender that there exists A, which
is the VOLE output and that A’ = A + P.

Proof of Consistency. Before proceeding with our construc-
tion of this consistency proof, let us review what the sender
and receiver obtain from the VOLE sub-protocol. Recall
from Section 1.4.2 that the sender receives A, B, while the
receiver gets A, C, which are correlated as follows:

C=A-A+B,
or equivalently,
A=A"1.(C-B).
Thus, to prove that A’ = A + P, it suffices to show that
A'=A"'.(C-B)+P.

Among these vectors, the sender knows B, A, A’ and has a
polynomial commitment to P.

Let us also view A’ B, and C as polynomials
A'(z), B(x), and C(x), respectively, obtained via determin-
istic polynomial interpolation, as explained in section 2.1.
The relation that we want to check can now be rewritten in
terms of these polynomials as:

A'(z) = A™Y(C(z) — B(z)) + P(x).

To verify this, it suffices to check whether this equation
holds at a randomly chosen evaluation point. In other words,
using the Schwartz-Zippel lemma, we can conclude that it
suffices to check whether the following holds:

A'(r) = ATHC(r) = B(r)) + P(r),

for a random challenge r sampled by the sender.

For this check, recall that A’(x), B(z), and A are al-
ready known to the sender, and she can obtain P(r) by
asking the receiver to open the commitment to P(x) at 7.
All that remains is C(r), which the receiver sends in the
clear to the sender.

However, since we did not pre-commit to C(z), the
receiver could potentially send an incorrect value C’(r)
instead of C(r). We now show that even if the receiver



sends an incorrect C’(r), the above check will fail with all
but negligible probability if A’ # A + P.

Soundness. Assume, for the sake of contradiction, that the
check passes, i.e.,

A'(r) = A7YC'(r) — B(r)) + P(r).

Substituting B(r) = C(r) — AA(r) into this equation and
rearranging, we get

C'(r) = C(r)
A'(r) = A(r) = P(r).

Note that since A’ # A +P, A'(r) — A(r) — P(r) is non-
zero with all but negligible probability, due to the Schwartz-
Zippel lemma, which ensures that we can safely divide by
it. Now, all values on the right-hand side of the equation are
known to the receiver. Therefore, the receiver can compute
A. However, this violates the security of the VOLE sub-
protocol, since the only value sent after the VOLE execution
was the random challenge r, which is independent of the
VOLE computation.

Thus, the check passes only if the receiver can break the
security of VOLE or if the randomly chosen challenge r is
“lucky,” i.e., A’(r) — A(r) — P(r) = 0. Both of these events
occur with negligible probability.

A —

4.2. Our Construction

In this section, we give a formal description our protocol.
First, we state the parameters and building blocks required
in this construction:

o We work over a field F of size at least 2*, where |F|—1
is a perfect power of 2. Let out € N be a parameter,
such that out > log |F|.

o Let H : {0,1}°4 x {0,1}°“t — {0,1}°"t and HF :
F — F be random oracles.

o Let (Encode, Decode) be an OKVS (see Definition 1)
that encodes n key-value pairs to encodings of length
n’ over F.

e Let (PCS.Setup, PCS.Commit, PCS.Open,
PCS.Verify) be the FRI-based polynomial commitment
scheme (see Section 2.5) and c¢ the associated
soundness parameter. Let pp < PCS.Setup(1*).

o Input sets X and Y are treated as vectors X and Y over
F. We still refer to them as sets to improve readability.
Note that, typically sets X,Y C {0,1}*; however, we
can map them to [F using a suitable random oracle H' :
{0,1}* = .

o Let Vec2RandPoly be an algorithm for converting vec-
tors to randomized polynomials, as explained in Sec-
tion 2.1.

The Committing Phase is described in Figure 3a and
Figure 3b, and the Intersection Phase in Figure 3c. Before
proceeding, both the sender and receiver verify that the other
party participated in the Committing Phase with the correct
role and committed their inputs. Each party also checks that
their own counter is below the corresponding threshold, i.e.,

cntsen < Msen and cntrec < MRec. If any check fails, the
protocol aborts. Otherwise, they proceed and increment their
counters by 1. Let m = |X| and n = |Y].

We defer the proofs of the following theorems to Ap-
pendix A due to space constraints.

Theorem 1. The protocol in Figures 3a, 3b and 3c is a
protocol for private intersection over committed sets (see
Definition 5) against malicious adversaries in the FyoLg-
hybrid model.

Theorem 2. The protocol in Figure 4 is a interactive zero-
knowledge argument of knowledge [29] for L (where L is
as in Figure 3c)

Communication = Complexity. The communication
cost for our Committing Phase is O()A) and for our
Intersection Phase is O(X - (m + n + log”(m + Msen) +
log?(n + Mgec))-

Computation Complexity. The computation cost for
the sender is O(A(m + Msen)log(m + Msen)) in the
Committing Phase and O(\- ((m+ Msen) log? (m+ Mse, )+
n+log?(n+ Mgec))) in the Intersection Phase. The compu-
tation cost for the receiver is O(\(n+ Mgec) log(n+ Mrec))
in the Committing Phase and O(\ - ((n + Mgec) log?(n +
MRec) + m + log2(m + Msen))) in the Intersection Phase.

4.3. Extensions

In this section, we discuss suitable extensions of our
protocol that are relevant for certain applications, as dis-
cussed in Section 1.3. The ease and efficiency of adding such
desired modifications depending upon relevant use-case also
enforces the generality and flexibility of our framework as
a whole.

Unbounded Intersections. While our protocol works in the
bounded intersection model i.e., the number of future inter-
sections is fixed beforehand during the Committing Phase,
we note that you can support an unbounded number of
intersections. Suppose a party P committed to their inputs
with the number of supported intersections being M. Before
exhausting all the M supported intersections, P can create a
new commitment with supported intersections M’ and prove
consistency of this new commitment with respect to the old
commitment using standard ZK techniques. Note that this
cost is amortized for all the M’ intersections and hence,
minimal. Now, P can use this new commitment and support
an additional (M’ — 1) number of intersections (1 degree
of freedom is used in performing the consistency check).
This process can be repeated an arbitrary number of times
to support an unbounded number of intersections.

Updating Sets. We also note that parties can update their
sets i.e., add or remove elements. This is important for ap-
plications like password breach detection and the California
Delete Act that we discuss in Section 1.3. Suppose a party P
wishes to update the set X to X’ by adding elements. P can
create a fresh commitment to X’ and prove that X C X’



Tcom (Receiver)
Tcom (Sender) ) Input: Set Y and maximum number of intersections
Ing\l}t: Set X and maximum number of intersections 1 ]\I{:;?;gl:ly shuffle Y and compute OKVS P as
1) stuelncij;rmly shuffle X. Compute P = Encode ({(y, H" (v)) | y € Y}) .
X () + Vec2RandPoly(X; Msen) 2) Compute
ox() + PCS.Commit(pp, X(-)) 2) P(-) + Vec2RandPoly(P; Mgec)
2) Broadcast ox(.). Set a local counter cntse, = 0. op(. < PCS.Commit(pp, P(-))
) g 3) Broadcast op(y- Set a local counter cntgec = 0.

(a) Committing Phase (Sender) \

(b) Committing Phase (Receiver)

Tnt

1) Sender: Sample u & Fand send o/ = HF(u) to the Receiver.
2) Invoke FyoLg: Sender obtains A € F,B € F™ and Receiver obtains A, C € F” such that C = AA + B.

3) Receiver: Sample v & F and define A’ = A + P where P is the OKVS defined during the Committing Phase.
Send (v, A’) to Sender.

4) Sender: Sample r & T and send it to the Receiver.

5) Receiver: Compute (P(7),mp(y) < PCS.Open(pp, P(-),0p(.),7), where op.) is the commitment made during
the Committing Phase. Send (P(r), 7p(), C(r)) to the Receiver where C(-) <— Vec2RandPoly(C;0).

6) Sender: Does the following:

a) Verify A’ = A + P: Check if
PCS.Verify(pp, op(y,r, P(1),7p@y) = 1,
A'(r)y=A"1-(C(r) — B(r)) + P(r).

If either check fails, abort.
b) Compute t; values: Define w = u + v and an OKVS K = AA’ + B. For all z; € X, compute

t; = Decode(K, z;) — AH (z;) + w

c) Generate NIZK Proof: Let {0',2,...,6%™} be the 4cm-th roots of unity. Define a random 2m-degree

polynomial 7'(-) such that, for all 1 < i < m, T(6*) = x; and T(6*~1) = t;. Define a vector Z,

a polynomial D(-), and a language £ = {ox(y,Z | 3 X(-),T(-), D(-) such that egs (2),(3) and (4) hold},
where

Z = (H(T(6* "), T(6*)) | i € [1,2cm]) 3)

T(z) — X(x) = D(x) - (™ — 1). 4

where oy (.) is the commitment made during the Committing Phase. Compute a NIZK proof for L:

TNIZK = PVOVeH((OX(-)7 Z),(X(),T(:),D()))-
(We give an efficient construction of a NIZK for £ in Figure 4.) Send (Z, mnizx, ) to the Receiver.

7) Receiver: Check if u' = H¥(u) and if the NIZK proof verifies i.e., VerifyH((0X<.), Z),mizx) = 1. If not, abort.
Else, output {y; € Y | H(Decode(C,y;) + w,y;) € Z}.

(c) Intersection Phase (colored text represents additional steps in our protocol compared to the base VOLE-PSI protocol)

Figure 3: Our PICS Protocol.



ZK Protocol for L

N

1) P: Compute the polynomial D(-) such that T'(z) —
X(x) = D(z) - (@™ — 1) and opy <+
PCS.Commit(pp, D(-)) and send op(.) to V.

2) V: Sample a random challenge r & F and send to P.
3) P: Open all the polynomial commitments at r i.e.,
(X(r), ) + PCS.Open(pp,X(~),JX(‘),T)
(T'(r), m2) < PCS.Open(pp, T'(-), oy, 7)
(D(r),n3) <= PCS.Open(pp, D(-),0p(.),T)
Send (X (r),m,T(r), 72, D(r),n3) to V.
4) V: Check if the openings are correct i.e.,
PCS.Verify(pp, ox(.y, 7, X (1), 71)
PCS.Verify(pp, op(.y, 7, T(r), m2)
PCS.Verify(pp, op(.),r, D(r),73)

and if T'(r) — X(r) = D(r) - (r™ — 1) holds. If not,
reject. Else, accept.

=1
=1
=1

\

Figure 4: Interactive ZK proof for £ (defined in Figure 3c),
compiled into NIZK using Fiat-Shamir.

using standard ZK techniques. A similar approach works
for deletions i.e., removing elements as well. Observe that
this cost is amortized across all intersections and hence,
minimal. Furthermore, using techniques similar to our paper,
this update check (insertions and deletions both) can be done
extremely efficiently on the sender side.

Set Membership Verification. For certain applications like
the California Delete Act (see Section 1.3), a verification
process may be required that allows a consumer to verify the
inclusion of their name in the public commitment. We note
that such checks can be done in our framework. Observe
that on the sender side (as is the case for this application),
the public commitment is a FRI polynomial commitment to
X (+). If a value = was included, then it must be the case
that X (w’) = x for some i. Hence we can simply send
the path in the Merkle tree corresponding to this leaf node
along with its neighbors. The consumer can then verify all
hash computations along this path to confirm the inclusion
of their name. Such a membership verification is extremely
efficient.

5. Implementation and Evaluation

We implement our PICS protocol in Rust and report
the performance in this section. We note that this is the
first implementation of PSI in Rust, which may be of
independent interest. Our implementation is available at
https://anonymous.4open.science/r/PICS-ES4E.

5.1. Implementation Details

We choose computational security parameter A = 128
and statistical security parameter ¢ = 40. Our plain-PSI
implementation is based on the framework of VOLE-PSI
[9], [11], yet we instantiate the framework with more recent
constructions for VOLE [31] and OKVS [12]. Another
important change is in the finite field, where STARK-252 is
utilized for compatibility with the FRI polynomial commit-
ment scheme.’

Parameters choice. The VOLE construction in [31] is based
on the primal learning parity with noise (LPN) assump-
tion [43] with regular noise distribution in a prime field of
bit size 252. We compute the LPN parameters achieving 128
bits of security using the Python script provided by Liu et
al. [44], which takes into account attacks including Pooled
Gauss [45], statistical decoding (SD) [46], [47], [48], [49],
[50], information set decoding (ISD) [51], [52], [53], and
the algebraic (AGB) attack [54].

For OKVS, we implement the scheme based on Random
Band matrices (RB-OKVS) from [12], modifying into a
“binned” version to support parallelization. More specif-
ically, suppose we want to divide the workload equally
among d threads, the n inputs elements are first hashed
into d bins, and then the encoding algorithm of RB-OKVS
is performed for each bin in parallel.® We set the OKVS
rate to 2 (namely n’ = 2n in our protocol description),
and set the band-width to be 80, which satisfies the 240
statistical failure probability. The proof of security for this
variant (which is omitted due to space) begins with a simple
balls-into-bin argument to prove bound on each bin’s size
(which affects the OKVS rate in each bin), then the failure
probability of each bin follows [12].

Finally, the FRI polynomial commitment scheme im-
plementation is rewritten based on the lambdaworks li-
brary [55], with support for multi-threading in FFT, folding,
and building Merkle trees. We set ¢ = 2 as the blowup factor
and follow the ethSTARK documentation [56] to choose
parameters that achieve 128 bits of soundness security.

5.2. Experimental Results

Our benchmarks are run on Amazon AWS
c5a.l6xlarge instances, with computations parallelized
through 32 cores, while communication remains sequential.
We simulate network bandwidth and latency with the Linux
tc command, choosing 0.1ms RRT and 20Gbps bandwidth
for LAN. Experiments in the WAN settings follow the
previous work [19] with 80ms RTT, and bandwidths
200Mbps, 50Mbps, and 5SMbps, respectively. We provide
in Table 5 results of experiments for our protocol, along
with our implementation of VOLE-PSI in STARK-252, and
two previous PSI works that achieve input consistency on

5. Although recent work has extended the FRI degree test to arbitrary
fields [41], [42], their concrete efficiency has not been fully analyzed.

6. The idea of hashing elements into bins is also considered in other PSI
works such as [11].


https://anonymous.4open.science/r/PICS-E54E

Set Protocol Sender | Receiver | Commitment Phase | Intersection Phase Total Total Runtime
Size Commit | Commit | Comm. Comp. | Comm. | Comp. | Comm. | LAN | 200Mbps | 50Mbps | S5Mbps
VOLE-PSI X X - - 13.9 1.41 13.9 1.41 8.35 9.27 28.7
916 [19] X 7.00 0.21 2.00 1.67 9.00 1.89 2.56 3.64 16.6
[20] X 0.52 0.37 2,818 28.1 2,818 | 28.45 141 479 4,537
PICS 0.000064 0.43 23.4 1.91 23.41 2.33 11.1 12.2 46.0
VOLE-PSI X X - - 34.6 3.16 34.6 3.16 13.8 16.3 66.7
918 [19] X 28.0 0.85 8.00 6.83 36.0 7.70 9.44 13.8 65.6
[20] X 2.10 1.46 11GB 113 11GB 114 564 1,917 18GB
PICS 0.000064 1.32 46.1 4.24 46.1 5.56 18.9 22.0 88.7
VOLE-PSI X X - - 113 8.02 113 8.02 21.3 32.9 201
920 [19] X 112 3.36 32 28.2 144 31.6 37.6 54.9 262
[20] X 8.39 5.85 45GB 451 45GB 457 2,255 7,665 73GB
PICS 0 4.56 127 12.3 127 16.8 33.1 454 233
VOLE-PSI X X - - 405 234 405 234 53.2 96.3 706
922 [19] X 448 13.5 128 118 576 132 155 224 1,054
[20] X 33.6 234 180GB 1,804 180GB | 1,827 9,018 31GB 290GB
PICS 0.000064 18.1 421 41.2 421 59.3 92.0 136 767
VOLE-PSI X X - - 1,583 111 1,583 111 193 364 2,767
924 [19] X 1,792 54.2 512 494 2,304 549 641 917 4,235
[20] X 134 93.6 721GB 7,214 721GB | 7,308 36GB 123GB | 1,162GB
PICS 0.000064 74.6 1,601 188 1,601 263 348 521 2,948

Figure 5: Experimental comparison. All communication costs are in MB unless otherwise noted, and all computation costs are in seconds.
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750,000 ] 7.500 - i

2,000 H
L noolL

600 -

g
E

Runtime (s)

3,000 -

400 -

2,000 |-

1,000 200

180,000 - Al
L i
22

ol-_0 -l em DH ol--o ==.H o DH L]
T T T T T T T T T T
16 o8 Y S 2 216 18 20 o o
Set Size Set Size
0o pics 0o q19) 0o [20] 0o pics 0o [19] 00 [20]

(a) Total Communication (b) Total Runtime (LAN)

Figure 7: Performance comparison of PICS with [19], [20].

either the sender side [20] or the receiver side [19]. All
experiments are run with the same set size for the sender
and receiver.

Except for VOLE-PSI, we divide each protocol into
two phases: Committing Phase and Intersection Phase, and
report the communication and computation costs of each
phase. We also report the end-to-end communication cost
and running time (including both phases) of each protocol
under the four network settings mentioned above.

Since the protocols in [20] and [19] consider differ-

ent settings and (weaker) adversarial models, defining and
evaluating the Committing Phase and Intersection Phase
imposes a challenge. In each paragraph below, we first
provide a short description of the setting in each protocol
before analyzing the experimental results.

Comparison with plain maliciously secure VOLE-PSI.
Our PICS protocol is built on VOLE-PSI, with the original
protocol intact while only adding succinct commitments and
proofs. We discuss the overhead of our protocol compared
to VOLE-PSI. In the Committing Phase, each party only
needs to send a short commitment of 32 bytes (one Merkle
hash). In the Intersection Phase, all proofs are succinct and
only add 10 — 20 MB of communication, which translates
to ~ 1.1% communication overhead when the set size is
224, The computational overhead is higher due to the cost
of FFT and Merkle Hash. However, the end-to-end running
time overhead decreases significantly in the WAN setting, as
shown in Figure 6, due to the low communication overhead
in PICS. For instance, in WAN networks with bandwidth
50Mbps, the total runtime is only 30 — 45% slower than
VOLE-PSI, and the overhead is further reduced to less than
10% with bandwidth 5Mbps and sufficiently large set sizes
(n =222 and n = 2%%).

Comparison with [19] (receiver input consistency). In
the Authorized Private Set Intersection (APSI) protocol of
[19], a trusted third party (the Judge) authorizes the in-
puts of the receiver, preventing the receiver from injecting
unauthorized elements when running PSI with the sender.
APSI realizes a variant of the PICS functionality, where the
receiver’s set is committed. We report in Table 5 the com-
munication cost of the Committing Phase as all messages
exchanged between the receiver and the Judge, and that of
the Intersection Phase as all messages between the sender
and receiver afterward. We also report the computational



cost of each phase, as well as the end-to-end runtime (both
phases combined), in which the LAN and WAN performance
is estimated based on the communication cost.’

The advantage of PICS is three-fold: (1) we don’t require
a trusted third-party to authorize the set, (2) we achieve input
consistency on both sides, and (3) we achieve malicious
security against both parties while APSI [19] only achieves
security against a malicious receiver (and a semi-honest
sender).

In terms of performance, in the Committing Phase,
PICS has comparable running time with [19] and requires
significantly less communication—we only require one
Merkle hash whereas their communication grows linearly
with the set size. Furthermore, our protocol is completely
non-interactive, i.e., no interaction with a Judge is required.
In the Intersection Phase, PICS falls short in communi-
cation but has more efficient computation, as it relies on
lightweight cryptography while [19] requires expensive pair-
ings operations. Considering the end-to-end performance
combining both phases, as shown in Figure 5 and Figure 7,
PICS has an advantage with 1.5X improvement in com-
munication cost. In terms of running time, PICS is 2.5x
faster in the LAN setting (which reflects the computation
efficiency) and 1.5x in the WAN setting with bandwidth
SMbps (which reflects the communication efficiency).

Comparision with [20] (sender input consistency). Sun et.
al. [20] proposed a PSI protocol in the client-server setting,
where the server (sender) publishes a one-time encoding of
its input set, which can be reused across multiple clients
(receivers). This protocol can be considered as PICS with
the sender’s set committed. We measure the communication
cost in the Committing Phase as the size of the published
encoding by the sender, and define the Intersection Phase
communication as all subsequent interactions between the
sender and a receiver (in a single PSI execution).

We estimate their performance based on the per-element
cost reported in [20].® In the Committing Phase, PICS and
[20] have comparable runtime, while PICS provides a much
more succinct commitment (O(1) versus O(n) in size). In
the Intersection Phase, PICS achieves 20x speedup in com-
putation and more than 120X reduction in communication.
Overall, as shown in Figure 5 and Figure 7, the end-to-end
running time of PICS is 30 — 390x faster than [20].

5.3. Related Work

PSI was introduced by Meadows [57] and has been stud-
ied intensively from various techniques, including Diffie-
Hellman [57], [58], [8], RSA [59], [60], garbled cir-
cuits [61], [62], [63], [32], fully homomorphic encryption
(FHE) [64], [65], [66], oblivious transfer (OT) [67], [68],
[69], [70], [71], and most recently VOLE [9], [10], [11],
[12]. However, even the maliciously secure PSI protocols
suffer from the vulnerabilities discussed above.

7. The source code of [19] does not simulate message-sending activities.
8. The implementation of [20] is not open-sourced.

Authorized PSI. Camenisch and Zaverucha [72] proposed
a notion called PSI for certified sets, where they introduce a
trusted third party (certification authority) to certify the input
sets, ensuring that the inputs are valid and binding them
to each party. However, their protocol requires quadratic
communication and computational complexity in the set
size. De Cristofaro and Tsudik [59] introduced the notion
of Authorized PSI (APSI), where they identify one party
as the server (providing PSI service) and the other party as
the client (receiving the PSI result). Each element in the
client set must be authorized (signed) by a trusted authority.
Their protocol achieves linear communication and compu-
tational complexity. A follow-up work by Kerschbaum [73]
presented a more efficient APSI protocol from Bloom filters
and homomorphic encryption. The work of Debnath and
Dutta [74] further improved the efficiency for both APSI and
APSI-Cardinality (where parties only learn the size of the
intersection). Faber et al. [75] presented an APSI protocol
with both sides authenticated. A more recent work [19]
presented an APSI protocol with a single round of com-
munication from the server to the client in the online phase,
achieving security against a malicious client and semi-honest
server. They also introduced the notion of Partial APSI
which allows for partial verification of the sets.

However, all these works crucially rely on a trusted
third party to (fully or partially) access and authorize the
sets, which defeats the purpose of PSI. Moreover, they
require a co-design of the authorization process and the
PSI protocol. In contrast, our new framework separates
the validation and intersection phases, allowing them to be
designed independently while connecting them through a
succinct commitment. From a technical perspective, all the
existing approaches for APSI rely on computationally ex-
pensive public-key operations, such as Diffie-Hellman-based
OPRF, homomorphic encryption, or bilinear pairings, which
make the online PSI protocol orders of magnitude slower
than state-of-the-art ones that primarily use symmetric-key
cryptography. Finally, even under the APSI framework, our
new PICS protocol provides an extremely efficient way for
a trusted party to authorize the set, namely, by generating a
digital signature on the succinct commitment.

Client-Server PSI. Another related direction is reusable
PSI in the client-server setting, introduced by Sun et al.
[20]. In this work, a server publishes a one-time, linear-
sized encoding of its set. Afterwards, multiple clients can
independently execute a PSI protocol with the server, with
complexity linear in the size of each client’s set. The pub-
lished encoding can be viewed as a set commitment that
ensures input consistency of the server, without the need
for a trusted third party.
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Appendix

1. Proof of Theorem 1

Proof. We first argue for a single execution of the
Committing Phase and the Intersection Phase and later
show how to extend to the general definition.

Corrupt sender: Consider the simulator Simge,:
o Committing Phase:

1) Simse, sends a polynomial commitment ¢’ to a
random polynomial of degree n+ Mpge. to the sender
and receives back a commitment o.

2) Simse, extracts the input X based upon o. More
formally, recall that to commit to a polynomial, a
party commits to the Merkle root corresponding to
the Merkle tree on the evaluations of the polynomial
at roots of unity. Thus, X can be extracted based
upon the queries made to the RO by the sender in a
top-down fashion in the Merkle tree.

3) Simse, sends X to the ideal functionality Fpics.
o Intersection Phase:

1) The simulator receives some value « from the sender.
2) When the sender invokes FyoLg, Simse, plays the
role of FyoLe. Given A € F,B € F" from the

sender, the simulator samples random A i F" and
sets C = AA + B.

3) Simse, samples random A’ S and v & F oand
sends it to the sender.

4) Upon receiving r from the sender, the simulator
opens the commitment ¢’ at 7, to say a value (3, and
sends C(r) = (A’(r) — B)A + B(r) to the sender.

5) Observe that the check A'(r) = A=l . (C(r) —
B(r)) + P(r) passes by our definition of C’(r).
Simgen, now receives (Z,u, ) from the sender.

6) If the NIZK proof is accepted, Simse, runs the
knowledge soundness extractor to obtain the witness
(X" T). Based on the H(T'(6%~1), T(6%)) queries
made to the RO, the simulator can also extract X'
i.e., compute all z’ such that the sender queries
(t',2') to the RO where ' = Decode(K,z') —
AH(z") + w If either X # X" or X’ is not a
subset of X, abort.

7) Simse, sends X’ to the ideal functionality Fpics.

We first argue correctness i.e., that the receiver receives X’'N
Y” if an abort did not happen. Observe that the soundness of
our NIZK proof implies that T'(z) — X () = D(z).(z™—1)
holds. This implies that the m-th roots of unity are roots of
T(z) — X(x). Thus, T(w') = X(w') = m;. Recall that
wt = 6% and thus T(6*") = ;. This implies that the
values in Z are of the form (¢}, ;). Observe that only the
x; such that t; = ¢; occur in the output because X’ satisfies
this condition. More formally, for all ¢;, for all j, ¢ = 2¢- 7,
we have

H(T(6%1),T(6%) = H(T(6*7 1), T(6*))
= H(t;,r;) = H(Decode(K,x;) — AH" (z;) + w, ;)
Now, if x; = y for some y € Y, we have

Decode(K,z;) — AH" (z;) +w

= Decode(AA’ + B, ;) — AH" (z;) +w

= Decode(AA + B, z;) + Decode(AP, z;)
— AH (2;) +w

= Decode(C, y) + ADecode(P,y) — AH" (y)

= Decode(C,y) + w

Therefore, ~we  have  H(T(6%71),T(6%)) =
H (Decode(C, y) + w,y) and so, x; appears in the output.
By a similar argument, it can be seen that all x; ¢ Y do
not appear in the output (." Decode(P, z;) # H"(x;) and
A # 0 both hold with very high probability).

All that remains to be shown is that the output of Simge,
is computationally indistinguishable from the view of the
sender. We show this via a sequence of hybrids:

e Ho: Transcript is generated as in the real protocol.
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e H;: This hybrid is identical to the previous one, except
that we replace C’(r) with the value in Simge,.

o Ho: This hybrid is identical to the previous one, except
that we change A’ to a random value as in Simsep,.

e Hs3: This hybrid is identical to the previous one, except
that we substitute op(y with o’ as in Simge,. Also,
replace the actual opening with . and the correspond-
ing opening proof with the output of the simulator for
the polynomial commitment scheme (hiding property).
Observe that we now arrive at the output of Simge,.

Now,

o Ho = H1: Even though C’(r) was defined differently,
it is the same value if abort does not happen.

e Hi =~. Hs: Since A is a random n’ length vector,
A + P hides P similar to a one-time pad.

e Ho ~. Hs: Observe that the value P(r) sent is iden-
tical in both distributions since we work with MRgec
randomized degree extensions. The opening proof is
identically distributed as well via the hiding property
of the polynomial commitment scheme.

Corrupt receiver: Consider the simulator Simgec:

o Committing Phase:

1) Simgec sends a polynomial commitment ¢’ to a ran-
dom polynomial of degree n + Mse, to the receiver
and receives back a commitment o.

2) Simgec extracts the input Y of the receiver based
upon o. Similar to Simge,, the OKVS P can be
extracted and Y can be extracted from P based on
RO queries made and consistency checks with P.

3) Simgec sends Y to the ideal functionality Fpics.

o Intersection Phase:

1) Simgec sends « ﬁ F to the receiver.
2) When the receiver invokes FyoLg, Simgec plays the
role of FyoLe. Given A, C € F™ from the receiver,

sample A & Fand sets B=C — AA.

3) Upon receiving (A’,v) from the receiver, extract
P = A’ — A and check consistency with Y. If
inconsistent, Simgec finds 7 such that the check fails

and sends it to the receiver. Else, send r ﬁ F.
4) When the receiver opens the commitment o at r and
sends C(r), Simgec aborts based on the last step.
5) Simgec sends Y to Fpics and gets back the output

O. Sample a random u & Fand program the RO
such that HF (u) = a. Define w = u + v and K =
AA’ + B. For o; € O, compute H(t;,0;) (where
t; = Decode(K, 0;) — AHF (0;) +w) and interpolate
these values to obtain the polynomial T'(-) (If degree
is less, pad random evaluations.) Simge. can now
compute Z using 7T'(-). Generate mx7zk using the
simulator for the NIZK (zero knowledge property).
Send all these values to the receiver.

Since the sender receives no output, correctness follows

directly. We now show that the output of Simgec is com-

putationally indistinguishable from the view of the receiver.

We show this via a sequence of hybrids:

e Ho: Transcript is generated as in the real protocol.

‘H1: This hybrid is identical to the previous one, except
that we send random « at the start and later choose a
random u and program H" (u) = «

‘Ho: This hybrid is identical to the previous one, except
that we now change the way the set Z is defined

‘Hs: This hybrid is identical to the previous one, except
that we replace the ZK proof with the one in Simgec
H4 : This hybrid is identical to the previous one, except
that we now replace r and the abort condition

‘Hs: This hybrid is identical to the previous one, except
that we now replace ox () with o’. Also, replace the
opening proof with the output of the simulator for
the polynomial commitment scheme (hiding property).
Observe that we now arrive at the output of Simpgec.

Now,

Ho ~. Hi: Observe that since u is sampled u.a.r, it is
never queried to the RO with very high probability, in
which case both distributions are identical.

H1 ~. Ho: This follows since u is sampled randomly
at the last step, w is independently and randomly sam-
pled, and thus all the elements of O corresponding to
the non-output entries look random since A is sampled
u.a.r. Interested readers can refer to [9] for more details.
Ho ~. Hs: This follows from ZK property of NIZK.
‘Hs ~. Ha4: Suppose the receiver committed to a poly-
nomial P(z) during the Committing Phase. Assume
that the receiver sent A’ # A +P and some potentially
incorrect value C’(r). Now, assume the check passed.
Then, A(A'(r) — P(r)) = C'(r) — B(r) Substituting
and rearranging, we get A = %
Observe that the polynomial A’ Ex) — A(x) — P(x) is
non-zero since A’ # A + P and so by the Schwartz-
Zippel lemma, A'(r) — A(r) — P(r) # 0 which is
why we can divide in the above equation. Observe that
all values in the RHS are known to the receiver. This
allows him to compute A, but the only value given after
the VOLE execution was a randomly sampled r. This
violates the security of VOLE. Therefore, A’ must be
equal to A 4+ P with very high probability if the check
passed. Thus, we can safely change the abort condition.
Hy =, Hs: Observe that X (r) is identical in both
distributions since we work with Mse, randomized
degree extensions and cntse, < Mse,. The opening
proof is identically distributed as well via the hiding
property of the polynomial commitment scheme.

To extend this proof to Definition 5, we can compose
the simulators directly i.e., for each event E;, if E; is
a Committing Phase (or Intersection Phase), we run the
corresponding simulator respectively. This works because:

1y

2)

All hash queries during the Intersection Phase used
in computing the output involve the use of a random
coin w which is different for each execution with high
probability and so, programming the RO can be done
independently during each execution.

The polynomials committed during the
Committing Phase have enough randomness to
support Mse, and Mpgec intersections respectively.



Thus, the ZK property and hiding property of
polynomial commitments hold across all executions.

O

2. Proof of Theorem 2

Proof. We show that the protocol satisfies all properties:
Completeness: Follows trivially.
Knowledge Soundness: Consider the following extractor £:

1) & interacts with P* to get a commitment op

2) Sample r uv.ar. and send it to P* who sends back
X(r), T(r), D(r).

3) Keep rewinding to the start of step 2 until you receive
max deg(X(-),T(-), D(-)) many values that satisfy the
check. Use these to interpolate all polynomials. Abort
if you rewind more than a polynomial number of times.

Note that the max degree is polynomial in | X|. Furthermore,
we abort after some polynomial number of rewinds. Thus,
& is clearly poly-time. It is also easy to see that if an
adversary succeeds in coming up with a valid proof with
non-negligible probability, then our extractor that rewinds
a polynomial number of times also succeeds with non-
negligible probability.

Zero Knowledge: Consider the following simulator S:

1) S commits to a random polynomial D(-).

2) S queries V on the statement to get 7. Program the RO
such that D(r) opens to (T'(r) — X (r))/(r™ —1). We
note that this can be done in the FRI polynomial com-
mitment scheme. For the sake of completeness, we give
a high-level idea for the same: The FRI opening proof
can be seen as a O(log d) round interactive protocol (d
is the degree of the polynomial committed), where in
each round, a set of O(\) checks are done. Each check
requires opening authentication paths in the Merkle tree
corresponding to certain roots of unity. Now, we can
program all values along these authentication path such
that each check passes. More concretely, the check is
a linear relation between D(w?), D(—w") and D’ (w?).
Irrespective of D(w?) and D’(w?) %, we can find a value
V' such that the check passes. We program the parent
of the leaf node corresponding to D(—w?) to be a valid
evaluation of the RO on either V||R or L||V, where
L, R are the respective left and right nodes, depending
upon the position of V.

3) S opens X (r),T(r), D(r)

Observe that the check done by the verifier clearly
passes. Since all polynomials are suitable randomized degree
extensions, revealing evaluation at a single point does not
reveal anything about the witness. The opening proofs also
leak nothing via the hiding property of the polynomial
commitment scheme. O

9. This polynomial D’(-) is dependent on D(-). We refer the reader to
[18] for further details.



	Introduction
	Our Framework
	Our Contributions
	Example Applications
	Our Techniques
	Starting Idea
	Overview of VOLE-PSI EC:RinSch21
	Proving Consistency Between Initial and Implicit Input Commitments


	Preliminaries
	Notation
	Oblivious Key-Value Stores (OKVS)
	Secure Multi-Party Computation
	Vector Oblivious Linear Evaluation (VOLE)
	Polynomial Commitment Schemes
	Zero-Knowledge Proofs/Arguments

	Defining Private Intersection over Committed Sets (PICS)
	Constructing Private Intersection over Committed Sets (PICS)
	Main Ideas
	Sender
	Receiver

	Our Construction
	Extensions

	Implementation and Evaluation
	Implementation Details
	Experimental Results
	Related Work

	References
	Appendix
	Proof of thm:maintheorem
	Proof of thm:nizktheorem


