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Abstract

Predicate encryption (PE) that provides both the access control of ciphertexts and the privacy of ci-
phertexts is a new paradigm of public-key encryption. An important application of PE is a searchable
encryption system in cloud storage, where it enables a client to securely outsource the search of a key-
word on encrypted data without revealing the keyword to the cloud server. One practical issue of PE is
to devise an efficient revocation method to revoke a user when the secret key of the user is compromised.
Privacy preserving revocable PE (RPE) can provide not only revocation, but also the privacy of revoked
users. In this paper, we first define two new security models of privacy preserving RPE: the strongly full-
hiding security and the weakly full-hiding security. The strongly full-hiding security provides the full
privacy of ciphertexts against outside and inside adversaries, but the weakly full-hiding security provides
the full privacy of ciphertexts against an outside adversary who cannot decrypt the challenge ciphertext.
Next, we propose a general RPE construction from any PE scheme, and prove its security in the weakly
full-hiding security model. Our generic RPE scheme is efficient since the number of ciphertext elements
is not proportional to the number of users in a receiver set. Additionally, our RPE scheme can support
polynomial-size circuits if a recently proposed FE scheme for polynomial-size circuits is used as an
underlying PE scheme.

Keywords: Public-key encryption, Predicate encryption, Revocation, Privacy, Adaptive security.

1 Introduction

Predicate encryption (PE) is a special type of public-key encryption (PKE) and the concept of PE was intro-
duced by Boneh and Waters [11]. PKE is suitable for traditional one-to-one communication environments
since only the receiver who was specified by a sender can decrypt the ciphertext of the sender. PE, by con-
trast, can be used for more complex communication environments of today since any user who has a secret
key for specific ciphertexts can decrypt the ciphertexts [11, 16]. In PE, a ciphertext is associated with an
attribute x and a secret key is associated with a predicate f , and a user who has a secret key associated with
f can decrypt a ciphertext associated with x if f (x) = 1. Furthermore, PE provides not only the message
hiding property but also the attribute hiding property.

One important application of PE is the searches on encrypted data in outsourced storage. For example,
the outsourced storage of a hospital can store the ciphertext of patient’s health information by attaching a
keyword x to the ciphertext. A researcher can request a secret key for his research area f to an authorized
center and receives a secret key associated with f . After that, the researcher can access to a limited set
of ciphertexts in the outsourced storage if f (x) = 1. In this case, the researcher cannot access to other
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ciphertexts such that f (x) 6= 1. Therefore, PE not only protects the privacy of patients, but also enables
researchers to use the health information of patients.

One difficulty of using the PE schemes in real applications is the lack of an efficient revocation method
that can revoke a user whose secret key is compromised. For example, if the secret key of a researcher in
the outsourced storage of the hospital is leaked, then the secret key of the researcher should be revoked to
prevent an adversary from using the secret key to access the information of patients. Thus revocation is
a very important mechanism to preserve the whole security of a system. In PKE, an efficient revocation
method was easily achieved by using the certificate revocation list (CRL) since a sender can check the
validity of a receiver’s certificate before he sends a ciphertext. However, it is not easy to apply the revocation
method of PKE to PE since there is no user’s certificate in PE. In identity-based encryption (IBE), Boneh
and Franklin [8, 9] proposed a revocation method such that an authority regularly issues the secret key of a
user for an identity and a current time period. However, this method does not provide an efficient revocation
method in PE since the authority should be online to generate the secret keys of users and a secure channel
between the authority and a user should be established. Another revocation method is for an authority
to periodically publish secret key update information [6]. Though this approach can solve the previous
problems, it still requires unrevoked users to update their secret keys regularly.

To revoke a user without updating the user’s secret key, we may consider the sender-local revocation
method such that the authority periodically publishes a revoked user list and a sender constructs a ciphertext
only for the non-revoked users by using the current revoked user list of the authority. Nieto et al. [21] pro-
posed revokable PE (RPE) schemes by adapting this method. Their first scheme supports both the attribute
hiding property and the message hiding property, but their second scheme additionally supports the privacy
of revoked users. Their privacy preserving RPE scheme is appealing since it try to hide all information of
ciphertexts. However, their privacy preserving RPE scheme is only secure in a restricted security model,
and it can only be constructed from a specific PE scheme. Therefore, very natural, but interesting questions
arise:

Can we build an RPE scheme that provides the stronger privacy of revoked users? Can we
construct an RPE scheme from any PE scheme?

1.1 Our Contributions

In this paper, we address these questions and answer them in positive directions.

New Security Models for RPE. We first introduce two new security models for the privacy preserving RPE
schemes. In these security models, we divide adversaries into two types: an outside adversary who can not
decrypt the challenge ciphertext since he cannot obtain a secret key for the decryption of the ciphertext and
an inside adversary who can decrypt the ciphertext since he can obtain a secret key for the decryption of the
ciphertext. The first security model, called strongly full-hiding security, is the best achievable security model
of privacy preserving RPE schemes. It provides adaptive security against outside and inside adversaries.
By considering the insider adversary, we guarantee that even a valid receiver who has a secret key for a
predicate f and an index u cannot obtain the partial information of an attribute x and a revoked user set R
in the ciphertext except that his predicate of PE matches (e.g. f (x) = 1) and he does not belongs to the
revoked set (e.g. u /∈ R). Although this security model is the best possible one, it is currently only possible
to construct a privacy preserving RPE scheme directly encoding the receiver set S =N \R into the attribute
in a PE scheme if the PE scheme supports subset predicates where N is the set of all user indexes. In this
case, the number of ciphertext elements is proportional to the size of the receiver set S. The second security
model, called weakly full-hiding security, provides adaptive security against an outside adversary, but it does
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Table 1: The comparison of privacy preserving RPE schemes

Scheme Security Predicate SK Size CT Size

NMS [21] wFH-limits Inner product O(l + logNmax) O(l + r log(Nmax/r))

Ours with IPE [22] wFH Inner product O(logNmax) O(l · r log(Nmax/r))

Ours with FE [13] wFH Circuit O(| f | · logNmax) O(|x| · r log(Nmax/r))

wFH = weakly full-hiding security, wFH-limits = weakly full-hiding security with limitations
Nmax = the number number of users, r = the maximum number of revoked users.

not provide the privacy of a revoked user set R in a ciphertext against an inside adversary. We should note
that this security model still provides the privacy of an attribute x in a ciphertext against an inside adversary.
By weakening the privacy against the inside adversary, we have an opportunity to build an efficient privacy
preserving RPE scheme such that the number of ciphertext elements is not proportional to the size of the
receiver set S. Compared to our weakly full-hiding security model, the security model of Nieto et al. [21]
has several restrictions such that an inside adversary was not considered at all and the condition of challenge
revoked sets R0,R1 that are submitted by an adversary is severely limited. Therefore, our weakly full-hiding
security model is the right one for efficient and privacy preserving RPE schemes.

Generic Construction of RPE. Next we propose a generic privacy preserving RPE scheme that provides the
weakly full-hiding security from any PE scheme. That is, we can instantiate our RPE scheme from a hidden
vector encryption (HVE) scheme [11, 18, 25], an inner-product encryption (IPE) scheme [16, 22–24], or a
functional encryption (FE) scheme for polynomial-size circuits [13] since it uses an underlying PE scheme
as a black-box way. Note that if the underlying PE scheme provides selective security (or adaptive security),
then our RPE scheme also provides selective and weakly full-hiding security (or adaptive and weakly full-
hiding security). In our generic RPE scheme, the ciphertext consists of O(r log(Nmax/r)) number of the
PE ciphertexts and the secret key consists of (logNmax) number of the PE secret keys where Nmax is the
maximum number of users in the system and r is the number of revoked users. The comparison of RPE
schemes is given in Table 1. Additionally, we can improve the efficiency of the decryption algorithm of our
RPE scheme by using an anonymous hint system [5, 19].

1.2 Related Work

Functional Encryption. Functional encryption (FE) is a new paradigm of PKE and includes IBE [8, 9],
hierarchical IBE (HIBE) [14], attribute-based encryption (ABE) [15, 27], and PE [10, 11, 16]. In FE, a
ciphertext is associated with an attribute x and a secret key is associated with a function f . A user who has a
private key for f can decrypt a ciphertext for x if f (x) = 1. PE includes anonymous IBE (AIBE) that supports
equality queries [1, 7], hidden vector encryption (HVE) that supports conjunctive queries [11, 18, 28], and
IPE that supports evaluations of polynomials [3, 16, 22–24].

Revocation in Functional Encryption. As mentioned, a simple revocation method for IBE was proposed
by Boneh and Franklin [8, 9]. Their revocation method is for an authorized center to issue a user’s secret
key by attaching the current date to the identity of a user. If a user is revoked, then the authority center stops
issuing the secret key of the user for a next date. However, this method has the problem of scalability since
the authority should be online and all users are required to update their secret keys regularly. Additionally,
this method is not applicable to ABE and PE since the private key of ABE or PE is associated with multiple
attributes and the revocation of one attribute affects many users who have the same attribute.
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To solve the scalability problem of previous approach, Boldyreva et al. [6] proposed another revocation
method such that an authority publicly broadcasts key update information to non-revoked users. In this
method, each user at first obtains a (long-term) secret key from the authority, and a sender constructs a
ciphertext by encrypting a message with time information. After that, the authority regularly broadcasts
key update information that contains the updated secret keys of non-revoked users. If a user is not revoked,
then he can decrypt the ciphertext after deriving a (short-term) decryption key from his private key and the
key update information. If a user is revoked, then he cannot derive a decryption key. This method can be
applicable not only to IBE, but also to ABE and PE. Recently, Sahai et al. [26] proposed revocable-storage
ABE schemes that can be used for cloud storage by extending this method. One disadvantage of this method
is that non-revoked users should update theirs secret keys periodically.

A sender-local revocation method can revoke users without affecting the secret keys of non-revoked
users. In this method, the authorized center first posts a revocation list, and then a sender constructs a
ciphertext by directly including revocation information in a ciphertext. Attrapadung and Imai [4] proposed
a broadcast ABE scheme. Recently, Nieto et al. [21] proposed revocable PE schemes to support revocation
in PE.

Anonymous Broadcast Encryption. Anonymous broadcast encryption is a special type of broadcast en-
cryption such that the revoked user set that is included in a ciphertext is also hidden from an adversary [5].
Privacy preserving RPE can be used for anonymous broadcast encryption since the encryption algorithm of
RPE takes the revoked user set as an input and privacy preserving RPE hides the information of the revoked
user set. Barth et al. [5] proposed the first private broadcast encryption scheme that has linear size of cipher-
texts and proved its security under random oracle model. Libert et al. [19] proposed anonymous broadcast
encryption schemes and proved their security without random oracles. To improve the efficiency of anony-
mous broadcast encryption, Fazio and Perera [12] proposed an outsider-anonymous broadcast encryption
scheme with sublinear size of ciphertexts by weakening the security model of anonymity.

2 Preliminaries

In this section, we first define PE and its security model, and then we introduce the subset cover framework.

2.1 Predicate Encryption

As mentioned, PE is a special type of PKE where a ciphertext is associated with an attribute x and a secret
key is associated with a predicate f [11]. In PE, a user who has a secret key with a predicate f that is given
from an authority can decrypt a ciphertext with an attribute x if f (x) = 1 and additional information in the
ciphertext except f (x) is not revealed to an adversary. The syntax of PE is defined as follows:

Definition 2.1 (Predicate Encryption). A predicate encryption (PE) scheme for the class F of predicates
over the set Σ of attributes consists of four PPT algorithms Setup, GenKey, Encrypt, and Decrypt, which
are defined as follows:

Setup(1λ ). The setup algorithm takes as input a security parameter 1λ and outputs a public key PK and a
master secret key MK.

GenKey( f ,MK,PK). The key generation algorithm takes as input a predicate f ∈F and the master secret
key MK, and outputs a secret key SK f .
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Encrypt(x,M,PK). The encryption algorithm takes as input an attribute x ∈ Σ, a message M ∈M, and
the public key PK, and outputs a ciphertext CT .

Decrypt(CT,SK f ,PK). The decryption algorithm takes as input a ciphertext CT and a secret key SK f , and
outputs a message M or the distinguished symbol ⊥.

The correctness property of PE is defined as follows: For all PK,MK generated by Setup, all f ∈ F , any
SK f generated by GenKey, all x ∈ Σ, and any M ∈M, it is required that

• If f (x) = 1, then Decrypt(Encrypt(x,M,PK),SK f ,PK) = M.

• If f (x) = 0, then Decrypt(Encrypt(x,M,PK),SK f ,PK) =⊥ with all but negligible probability.

The second condition of the correctness property in PE is not a trivial one to satisfy since the decryption
algorithm of PE cannot easily check whether f (x) = 0 or not. That is, the decryption algorithm cannot
obtain x from a ciphertext because of anonymity. One possible relaxation is to use a computational condition
instead of a statistical condition. For a computational condition, we can use weak robustness of Abdalla et
al. [2].

PE provides not only the message hiding property (indistinguishability), but also the attribute hiding
property (anonymity). The security model of PE was defined by Boneh and Waters [11]. The security of PE
is defined as follows:

Definition 2.2 (Attribute-Hiding). The security notion of attribute-hiding under a chosen plaintext attack is
defined in terms of the following experiment between a challenger C and a PPT adversary A:

1. Setup: C runs Setup(1λ ) to generate a public key PK and a master secret key MK, and it gives PK to
A.

2. Phase I:Amay adaptively request a polynomial number of secret keys for any predicates f1, . . . , fq1 ∈
F , and C gives the corresponding secret keys SK f1 , . . . ,SK fq1

to A by running GenKey( fi,MK,PK).

3. Challenge: A outputs challenge attributes x0,x1 ∈ Σ and challenge messages M0,M1 ∈M subject to
the following restrictions:

• For all predicate fi of secret key queries, it is required that fi(x0) = fi(x1).

• If there is fi in secret key queries such that fi(x0) = fi(x1) = 1, then it is required that M0 = M1.

C chooses a random bit b and gives the ciphertext CT to A by running Encrypt(xb,Mb,PK).

4. Phase II: A may continue to request secret keys for additional predicates fq1+1, . . . , fq subject to the
same restrictions as before, and C gives the corresponding secrets keys to A.

5. Guess: Finally A outputs a bit b′.

The advantage of A is defined as AdvPE,AH
A (λ ) = |Pr[b = b′]− 1

2 | where the probability is taken over all
the randomness of the experiment. A PE scheme is (adaptively) attribute-hiding under a chosen plaintext
attack if for all PPT adversaries A, the advantage of A in the above experiment is negligible in the security
parameter λ .
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2.2 Subset Cover Framework

The subset cover (SC) framework, introduced by Naor, Naor, and Lotspiech [20], is a general methodology
to construct an efficient revocation system. They constructed revocation systems such that a center can
encrypt a message for non-revoked users by combining the SC framework with a symmetric-key encryption
scheme. The original SC framework consists of a subset-assignment part and a key-assignment part. We
define the SC scheme by only including the subset-assignment part.

Definition 2.3 (Subset Cover). A subset cover (SC) scheme for the set N = {1, . . . ,Nmax} of users consists
of four PPT algorithms Setup, Assign, Cover, and Match, which are defined as follows:

Setup(Nmax). The setup algorithm takes as input the maximum number Nmax of users and outputs a collec-
tion S of subsets S1, . . . ,Sw where Si ⊆N .

Assign(S,u). The assigning algorithm takes as input the collection S and a user index u ∈N , and outputs
a private set PVu = {S j1 , . . . ,S jd} that is associated with the user index u.

Cover(S,R). The covering algorithm takes as the collection S and a revoked set R ⊂ N of users, and
it outputs a covering set CVR = {Si1 . . . ,Sim} that is a partition of the non-revoked users N \R into
disjoint subsets Si1 , . . . ,Sim , that is, they are disjoint, and it holds that N \R =

⋃m
k=1 Sik .

Match(CVR,PVu). The matching algorithm takes as input a covering set CVR = {Si1 , . . . ,Sim} and a private
set PVu = {S j1 , . . . ,S jd}. It outputs (Sik ,S jk′ ) such that Sik ∈CVR, u ∈ Sik , and S jk′ ∈ PVu, or it outputs
⊥.

The correctness property of SC is defined as follows: For all S generated by Setup, all PVu generated by
Assign, and any R, it is required that:

• If u /∈ R, then Match(Cover(S,R),PVu) = (Sik ,S jk′ ).

• If u ∈ R, then Match(Cover(S,R),PVu) =⊥.

We use the complete subtree (CS) scheme of Naor et al. [20] for our schemes. Before presenting the CS
scheme, we define a full binary tree.

Full Binary Tree. A full binary tree BT is a tree data structure where each node except the leaf nodes has
two child nodes. Let N be the number of leaf nodes in BT . The number of all nodes in BT is 2N−1. For
any index 0≤ i < 2N−1, we denote by vi a node in BT . We assign the index 0 to the root node and assign
other indices to other nodes by using breadth-first search. That is, if a node v has an index i, then the index
of its left child node is 2i+1 and the index of its right child node is 2i+2, while the index of its parent node
(if any) is b i−1

2 c. The depth of a node vi is the length of the path from the root node to the node. The root
node is at depth zero. The depth of BT is the depth of a leaf node.

For any node vi ∈ BT , L is defined as a label that is a fixed and unique string. The label of each node in
the tree is assigned as follows: Each edge in the tree is assigned with 0 or 1 depending on whether the edge
is connected to its left or right child node. The label L of a node vi is defined as the bitstring obtained by
reading all the labels of edges in the path from the root node to the node vi. Note that we assign a special
empty string to the root node as a label. We define ID(i) be a mapping from the index i of a node vi to
a label L. Note that there is a simple mapping between the index i and the label L of a node vi such that
i = (2d−1)+∑

d−1
j=0 2 jL[ j] where d is the depth of vi. We also use ID(vi) as ID(i) if there is no ambiguity.
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For any node vi ∈ BT , Ti is defined as a subtree that is rooted at vi and Si is defined as the set of leaf
nodes in Ti. We also define ID(Ti) = ID(vi) and ID(Si) = ID(Ti). For the tree BT and a subset R of leaf
nodes, ST (BT ,R) is defined as the Steiner Tree induced by the set R and the root node, that is, the minimal
subtree of BT that connects all the leaf nodes in R and the root node. we simply denote ST (BT ,R) by
ST (R).

Complete Subtree Scheme. The CS scheme uses a full binary tree to define the collection S of subsets.
The CS scheme is described as follows:

CS.Setup(Nmax): This algorithm takes as input the maximum number Nmax of users. Let Nmax = 2d for
simplicity. It first sets a full binary tree BT of depth d. Each user is assigned to a different leaf node
in BT . The collection S of CS is {Si : vi ∈BT }. Recall that Si is the set of all the leaves in the subtree
Ti. It outputs the full binary tree BT .

CS.Assign(BT ,u): This algorithm takes as input the tree BT and a user index u ∈ N . Let vu be the leaf
node of BT that is assigned to the index u. Let (v j0 ,v j1 , . . . ,v jd ) be the path from the root node v j0 = v0
to the leaf node v jd = vu. It sets PVu = {S j0 , . . . ,S jd}, and outputs the private set PVu.

CS.Cover(BT ,R): This algorithm takes as input the tree BT and a revoked set R of users. It first computes
the Steiner tree ST (R). Let Ti1 , . . .Tim be all the subtrees of BT that hang off ST (R), that is all subtrees
whose roots vi1 , . . .vim are not in ST (R) but adjacent to nodes of outdegree 1 in ST (R). It outputs a
covering set CVR = {Si1 , . . . ,Sim}.

CS.Match(CVR,PVu): This algorithm takes input as a covering set CVR = {Si1 , . . . ,Sim} and a private set
PVu = {S j0 , . . . ,S jd}. It finds a subset Sk such that Sk ∈CVR and Sk ∈ PVu. If there is such a subset, it
outputs (Sk,Sk). Otherwise, it outputs ⊥.

Lemma 2.4 ( [20]). Let Nmax be the number of leaf nodes in a full binary tree and r be the size of a revoked
set. In the CS scheme, the size of a private set is O(logNmax) and the size of a covering set is at most
r log(Nmax/r).

3 Revocable Predicate Encryption

In this section, we define privacy preserving RPE and its new security models.

3.1 Definition

Revocable predicate encryption (RPE), introduced by Nieto et al. [21], is a variation of PE that has additional
functionality such that a sender can specify a revoked user set in a ciphertext. In RPE, a user obtains a secret
key associated with a predicate f and an index u from an authorized center. The authorized center posts a
revocation list that contains the list of revoked user’s indexes. After that, a sender constructs a ciphertext for
an attribute x and a revoked user set R. If a receiver has a secret key associated with a predicate f and an
index u such that ( f (x) = 1)∧ (u /∈ R), then he can decrypt the ciphertext associated with the attribute x and
the revoked user set R.

Definition 3.1 (Revocable Predicate Encryption). A revocable predicate encryption (RPE) scheme for the
class F of predicates over a set Σ of attributes and the set N = {1, . . . ,Nmax} of users consists of four PPT
algorithms Setup, GenKey, Encrypt, and Decrypt, which are defined as follows:
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Setup(1λ ,Nmax): The setup algorithm takes as input a security parameter 1λ and the maximum number
Nmax of users, and then it outputs a public key PK and a master secret key MK.

GenKey( f ,u,MK,PK): The key generation algorithm takes as input a predicate f ∈F , a user index u∈N ,
and the master secret key MK, and then it outputs a secret key SK f ,u.

Encrypt(x,R,M,PK): The encryption algorithm takes as input an attribute x ∈ Σ, a revoked set R⊆N of
users, a message M ∈M, and the public key PK, and then it outputs a ciphertext CT .

Decrypt(CT,SK f ,u,PK): The decryption algorithm takes as input a ciphertext CT and a secret key SK f ,u,
and outputs a message M or the distinguished symbol ⊥.

The correctness property of RPE is defined as follows: For all PK,MK generated by Setup, all f ∈ F , all
u ∈ U , any SK f ,u generated by GenKey, all x ∈ Σ, any R⊆ U , and any M ∈M, it is required that:

• If ( f (x) = 1)∧ (u /∈ R), then Decrypt(Encrypt(x,R,M,PK),SK f ,u,PK) = M.

• If ( f (x) = 0)∨ (u ∈ R), then Decrypt(Encrypt(x,R,M,PK),SK f ,u,PK) =⊥ with all but negligible
probability.

We can use weak robustness of Abdalla et al. [2] for the second condition of the correctness property.

3.2 Security Model

The security model of RPE was introduced by Nieto et al. [21]. They introduced two security models: the
attribute-hiding (AH) security that does not provide the privacy of the set R of revoked users, and the full-
hiding (FH) security that provides the privacy of the set R of revoked users. In this paper, we only consider
the security model that provides the privacy of the set R. The full-hiding (FH) security of Nieto et al. is
a restricted security model that limits the capability of an adversary. In this paper, we first introduce the
strongly full-hiding security that does not limit the capability of the adversary.

Strongly Full-Hiding. The strongly full-hiding security provides the attribute hiding property, the revo-
cation set hiding property, and the message hiding property against not only an outside adversary who
cannot decrypt the challenge ciphertext, but also an inside adversary who can decrypt the challenge ci-
phertext. In this security model, an adversary may adaptively obtain a secret key associated with a pred-
icate f and an index u. After that, the adversary outputs the challenge attributes x0,x1, the challenge re-
vocation sets R0,R1, and the challenge messages M0,M1 with restrictions such that the adversary cannot
request a secret key that trivially can distinguish the challenge ciphertext. That is, if an adversary re-
quested a secret key for a predicate f and an index u that can decrypt the challenge ciphertext such that
( f (x0) = 1)∧ (u /∈ R0)) = ( f (x1) = 1)∧ (u /∈ R1)) = 1, then the adversary should output the challenge
messages M0,M1 such that M0 = M1.

Definition 3.2 (Strongly Full-Hiding). The security notion of strongly full-hiding under a chosen plaintext
attack is defined in terms of the following experiment between a challenger C and a PPT adversary A:

1. Setup: C runs Setup(1λ ,Nmax) to generate a public key PK and a master secret key MK, and it gives
PK to A.

2. Phase I: A may adaptively request a polynomial number of secret keys for any predicate f ∈ F
with a user index u ∈ U , and then C gives the corresponding secret key SK f ,u to A by running
GenKey( f ,u,MK,PK).
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3. Challenge: A outputs challenge attributes x0,x1 ∈ Σ, challenge sets R0,R1 ⊆ U of revoked users of
equal length, and challenge messages M0,M1 ∈M subject to the following restrictions:

• For all predicate fi with a user index ui of secret key queries, it is required that (( fi(x0) =
1)∧ (ui /∈ R0)) = (( fi(x1) = 1)∧ (ui /∈ R1)).
• If there is fi with ui in secret key queries such that (( fi(x0) = 1)∧ (ui /∈ R0)) = (( fi(x1) =

1)∧ (ui /∈ R1)) = 1, then it is required that M0 = M1.

C chooses a random bit b and gives the ciphertext CT to A by running Encrypt(xb,Rb,Mb,PK).

4. Phase II:A may continue to request secret keys for additional predicates with user indexes subject to
the same restrictions as before, and C gives the corresponding secrets keys to A.

5. Guess: Finally A outputs a bit b′.

The advantage ofA is defined as AdvRPE,sFH
A (λ ) = |Pr[b= b′]− 1

2 | where the probability is taken over all the
randomness of the experiment. A RPE scheme is strongly full-hiding under a chosen plaintext attack if for
all PPT adversaries A, the advantage of A in the above experiment is negligible in the security parameter
λ .

Weakly Full-Hiding. Even though the strongly full-hiding security provides the full privacy of the revoked
user set, it is not easy to devise an efficient RPE scheme that satisfies this strong security. Thus we propose
another security model, namely the weakly full-hiding security, by weakening the strongly full-hiding secu-
rity. The weakly full-hiding security provides the same security level against an outside adversary. However,
this security does not provide the privacy of the revoked user set against an inside adversary. That is, an
inside adversary may obtain partial information about the revoked user set. Therefore, it is required that the
inside adversary outputs the challenge sets R0,R1 and the challenge message M0,M1 such that R0 = R1 and
M0 = M1 in this weaker security model.

Definition 3.3 (Weakly Full-Hiding). The security notion of weakly full-hiding under a chosen plaintext
attack is defined in terms of the following experiment between a challenger C and a PPT adversary A: The
experiment is almost the same as the experiment of strongly full-hiding notion except that the restrictions in
the challenge step are replaced as follows:

• For all predicate fi with a user index ui of secret key queries, it is required that (( fi(x0) = 1)∧ (ui /∈
R0)) = (( fi(x1) = 1)∧ (ui /∈ R1)).

• If there is fi with ui in secret key queries such that (( fi(x0) = 1)∧ (ui /∈ R0)) = (( fi(x1) = 1)∧ (ui /∈
R1)) = 1, then it is required that R0 = R1 and M0 = M1.

The advantage of A is defined as AdvRPE,wFH
A (λ ) = |Pr[b = b′]− 1

2 | where the probability is taken over all
the randomness of the experiment. A RPE scheme is weakly full-hiding under a chosen plaintext attack if for
all PPT adversaries A, the advantage of A in the above experiment is negligible in the security parameter
λ .

Remark 3.4. The full-hiding (FH) security of Nieto et al. [21] is weaker than the weakly full-hiding security
of this paper. In their security model, the security against an inside adversary was not considered at all and
the challenge sets R0,R1 of revoked users are severely limited such that the size of covering sets CVR0 , CVR1

should be equal where the covering set is a set of nodes in a tree and this can be derived in the complete
subtree scheme. Note that even if the size of the challenge sets R0 and R1 is equal, the size of covering sets
CVR0 and CVR1 can be different.
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The main advantage of the weakly full-hiding security is that it gives an opportunity to build an efficient
RPE scheme such that the number of ciphertexts is not proportional to the number of receiver users. In the
next section, we will show that it is possible to build an efficient and general RPE scheme that provides this
security from any PE scheme. As mentioned, the disadvantage of this security is that it provides the privacy
of revoked users against outside adversaries, but does not provides the privacy of revoked users against
inside adversaries.

4 Weakly Full-Hiding RPE

In this section, we propose an efficient general RPE scheme by using any PE scheme, and prove that it
is secure in the weakly full-hiding security model if the underlying PE scheme is secure in the adaptively
attribute-hiding security model.

The main idea of our efficient general RPE scheme is to combine a PE scheme with the CS scheme1.
To provide the privacy of revoked users, we hide the identifier of the CS scheme by using the attribute
hiding property of PE. Additionally, we use a dummy identifier to hide the size of covering subsets of the
CS scheme since two covering subsets of the CS scheme have different sizes even if the number of revoked
users is the same. Though this scheme provide the weakly full-hiding security, it does not provide the
strongly full-hiding security since an inside adversary can easily obtain partial information of the revoked
set through the decryption process.

4.1 Construction

Let F be a class of predicates over Σ. Suppose there exists a PE scheme for the class of predicates P =
{Pf ,u | f ∈ F and u ∈ Σ} corresponding to the conjunction of some predicate query and an equality query
where

Pf ,u(x,v) =
{

1 if ( f (x) = 1)∧ (u = v),
0 otherwise.

We construct an RPE scheme for the class of predicatesF using the PE scheme for the class of predicates
P . Let N = {1, . . . ,Nmax} be the set of all users in a system where Nmax = 2d is the maximum number of
users, and R be the revoked set of users where |R| = r. Our RPE scheme for the class of predicates F is
described as follows:

RPE.Setup(1λ ,Nmax): This algorithm takes as input a security parameter 1λ and the maximum number
Nmax of users.

1. It first obtains PKPE and MKPE by running PE.Setup(1λ ). It also obtains a full binary tree BT
by running CS.Setup(Nmax).

2. It outputs a public key as PK = (PKPE ,BT ) and a master secret key MK = MKPE .

RPE.GenKey( f ,u,MK,PK): This algorithm takes as input a predicate f ∈ F , a user index u ∈ N , the
master secret key MK = MKPE , and the public key PK. It proceeds as follows:

1The overall strategy of our RPE scheme is similar to the scheme of Nieto et al. [21], but the security of their scheme is only
valid against an outsider adversary. Additionally the scheme of Nieto et al. does not hide the size of a cover in the ciphertext. Note
that two covers CVR0 and CVR1 can have different sizes even if revoked sets R0 and R1 have the same size.
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1. It first obtains a private set PVu = {S j0 , . . . ,S jd} by running CS.Assign(BT ,u). Let Lk = ID(S jk)
for all 0≤ k ≤ d.

2. For 0 ≤ k ≤ d, it sets a new predicate Pf ,Lk ∈ P and computes a subkey SKPE,k by running
PE.GenKey(Pf ,Lk ,MKPE ,PKPE).

3. It outputs a secret key by implicitly including f and u as SK f ,u =
(
SKPE,0, . . . ,SKPE,d

)
.

RPE.Encrypt(x,R,M,PK): This algorithm takes as input an attribute x ∈ Σ, a revoked set of users R⊆N ,
a message M ∈M, and the public key PK = (PKPE ,BT ). Let L̃ be a dummy identifier and M̃ be a
random message. It proceeds as follows:

1. It first obtains a covering set CVR = {Si1 , . . . ,Sim} by running CS.Cover(BT ,R). Let Lk =
ID(Sik) for all 1 ≤ k ≤ m. It sets W = dr log(Nmax/r)e. Note that m ≤ r log(Nmax/r) ≤ W
by the claim of Naor et al. in [20].

2. For 1≤ k ≤ m, it computes CTPE,k by running PE.Encrypt((x,Lk),M,PKPE).

3. For m+1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((x, L̃),M̃,PKPE).

4. It outputs a ciphertext as CT =
(
CTPE,π(1), . . . ,CTPE,π(W )

)
where π is a random permutation over

{1, . . . ,W}.

RPE.Decrypt(CT,SK f ,u,PK): This algorithm takes as input a ciphertext CT = (CTPE,1, . . . ,CTPE,W ), a se-
cret key SK f ,u = (SKPE,0, . . . ,SKPE,d), and the public key PK. It proceeds as follows:

1. For 0≤ k1 ≤ d and 1≤ k2 ≤W , it computes M by running PE.Decrypt(CTPE,k2 ,SKPE,k1 ,PKPE)
and returns M if M 6=⊥. Note that it cannot simply run CS.Math to find a matching pair for
decryption since CVR is not given in CT and CT contains the random permutation of {CTPE,k}.

2. If it fails to obtain M 6=⊥ during the above iteration, then it outputs ⊥.

4.2 Correctness

The correctness of the RPE scheme easily follows from the correctness of the PE and CS schemes. We
consider two cases. If ( f (x) = 1)∧ (u /∈ R) in RPE, then we have ( f (x) = 1)∧ (Lk1 = Lk2) since there exits a
tuple (Sik2

,S jk1
) by the correctness of the CS scheme. Thus we obtain RPE.Decrypt(CT,SK f ,u) = M since

PE.Decrypt(CTPE,k2 ,SKPE,k1) = M. If ( f (x) = 0)∨ (u ∈ R) in RPE, then we have ( f (x) = 0)∨ (Lk1 6= Lk2)
for all k1 and k2 since there is no tuple (Sik2

,S jk1
) by the correctness of the CS scheme. Thus we obtain

RPE.Decrypt(CT,SK f ,u) =⊥ since PE.Decrypt(CTPE,k2 ,SKPE,k1) =⊥ for all j and k by the correctness of
the PE scheme.

4.3 Security Analysis

We prove the weakly full-hiding security of our RPE scheme by using the adaptively attribute-hiding security
of the underlying PE scheme. Note that if the underly PE scheme only provides the selectively attribute-
hiding security, then our RPE scheme just provides the selectively and weakly full-hiding security such that
the adversary commits the challenge attributes x0,x1 before he receives a public key.

Theorem 4.1. The above RPE scheme is weakly full-hiding under a chosen plaintext attack if the underlying
PE scheme is adaptively attribute-hiding under a chosen plaintext attack. That is, for any PPT adversary A
for the above RPE scheme, there exists a PPT algorithm B for the PE scheme such that AdvRPE,wFH

A (λ ) ≤
2W ·AdvPE,AH

B (λ ) where W = dr log(Nmax/r)e.
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Proof. To prove the security of the RPE scheme, we divide the behavior of an adversary as two types:
Type-I and Type-II. The Type-I adversary behaves like an outside adversary who cannot request a secret key
that can decrypt the challenge ciphertext. The Type-II adversary behaves like an inside adversary who can
request a secret key that can decrypt the challenge ciphertext. The two types of adversaries are formally
defined as follows:

Type-I. The Type-I adversaryAI only requests a secret key with a predicate fi and an index ui for all i such
that (( fi(x0) = 1)∧ (ui /∈ R0)) = (( fi(x1) = 1)∧ (ui /∈ R1)) = 0.

Type-II. The Type-II adversary AII requests at least one secret key with a predicate fi and an index ui such
that (( fi(x0) = 1)∧ (ui /∈ R0)) = (( fi(x1) = 1)∧ (ui /∈ R1)) = 1. In this case, the output of AII in the
challenge step should satisfy the requirements of R0 = R1 and M0 = M1.

Let TI,TII be the event such that an adversary behaves like the Type-I, Type-II adversary respectively. In
Lemma 4.2, we show that a Type-I adversary can be used for attacking the PE scheme. In Lemma 4.4, we
show that a Type-II adversary can be used for attacking the PE scheme too. Therefore we have

AdvRPE,wFH
A (λ )≤ Pr[TI] ·AdvRPE,wFH

AI
(λ )+Pr[TII] ·AdvRPE,wFH

AII
(λ )

≤ Pr[TI] ·2W ·AdvPE,AH
B (λ )+(1−Pr[TI]) ·W ·AdvPE,AH

B (λ )

≤ 2W ·AdvPE,AH
B (λ ).

This completes our proof.

4.3.1 Type-I Adversary

Lemma 4.2. If there is a Type-I adversary AI for the RPE scheme, then there is a PPT algorithm B for the
PE scheme such that AdvRPE,wFH

AI
(λ )≤ 2W ·AdvPE,AH

B (λ ) where W = dr log(Nmax/r)e.

Proof. The main idea of this proof is that a Type-I adversary (i.e. an outside adversary) cannot distinguish
the changes of the challenge ciphertext from the correct encryption to the encryption of a random attribute,
a dummy set, and a random message since the Type-I adversary cannot request a secret key query that can
decrypt the challenge ciphertext. Thus, we first changes the challenge ciphertext from the encryption of an
attribute x0, a revoked set R0, and a message M0 to the encryption of a random attribute x̃, a dummy set R̃,
and a random message M̃ through hybrid games. Next, we also similarly change the challenge ciphertext
from the encryption of a random attribute x̃, a dummy set R̃, and a random message M̃ to the encryption of
an attribute x1, a revoked set R1, and a message M1 through hybrid games. Therefore, if the adversary cannot
distinguish these changes of hybrid games, then he cannot distinguish the changes from the encryption of
x0,R0, and M0 to the encryption of x1,R1, and M1.

We first define a sequence of hybrid games G0
0, . . . ,G

0
W ,G1

W , . . . ,G1
0. The games G0

0 and G1
0 will be the

original security game except that the challenge bit is fixed to 0 and 1 respectively. The games G0
W and G1

W
will be an ideal game such that an adversary has no advantage. Let x̃ be a random attribute, L̃ be a dummy
identifier, and M̃ be a random message. For γ ∈ {0,1}, the games are defined as follows:

Game Gγ

0. This game is the original security game in Definition 3.3 except that the challenge bit b is fixed
to γ .
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Game Gγ

h. We define a new game Gγ

h for 1 ≤ h ≤W − 1. This game is almost identical to Gγ

h−1 except
that the ciphertext component CTPE,h is the encryption of (x̃, L̃) and M̃, instead of the encryption of
(xb,Lh) and Mb. The challenge bit b is set as γ and the challenge ciphertext is constructed as follows:

1. It first obtains a covering set CVRb = {Si1 , . . . ,Simb
} by running CS.Cover(BT ,Rb). Let Lk =

ID(Sik) for all k. Note that m0,m1 ≤W since |R0|= |R1|= r.

2. If 1≤ h≤ mb, then it proceeds the follows steps.

(a) For 1≤ k ≤ h, it computes CTPE,k by running PE.Encrypt((x̃, L̃),M̃,PKPE).
(b) For h+1≤ k ≤ mb, it computes CTPE,k by running PE.Encrypt((xb,Lk),Mb,PKPE).
(c) For mb +1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((xb, L̃),M̃,PKPE).

3. Otherwise (that is, if mb +1≤ h≤W ), it proceeds the follows steps.

(a) For 1≤ k ≤ h, it computes CTPE,k by running PE.Encrypt((x̃, L̃),M̃,PKPE).
(b) For h+1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((xb, L̃),M̃,PKPE).

4. It outputs a ciphertext as CT =
(
CTPE,π(1), . . . ,CTPE,π(W )

)
where π is a random permutation.

Game Gγ

W . In this game Gγ

W , the challenge ciphertext is constructed as follows:

1. For 1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((x̃, L̃),M̃,PKPE).

2. It outputs a ciphertext as CT =
(
CTPE,π(1), . . . ,CTPE,π(W )

)
where π is a random permutation.

Let SGγ

h
AI

be an event that AI outputs 0 in the game Gγ

h. We can easily obtain Pr[SG0
W

AI
] = Pr[SG1

W
AI

] since
the challenge ciphertext is not correlated with b. From Claim 4.3, we have that it is hard for the Type-I
adversary to distinguish Gγ

h−1 from Gγ

h if the PE scheme is secure. Thus, we have that∣∣Pr[SG0
0

AI
]−Pr[SG1

0
AI
]
∣∣= ∣∣Pr[SG0

0
AI
]−Pr[SG0

W
AI

]+Pr[SG1
W

AI
]−Pr[SG1

0
AI
]
∣∣

≤ ∑
γ∈{0,1}

W

∑
h=1

∣∣Pr[S
Gγ

h−1
AI

]−Pr[SGγ

h
AI
]
∣∣= 4W ·AdvPE,AH

B (λ ).

Finally, we have the following equation as

AdvRPE,wFH
AI

(λ ) =
∣∣Pr[b = 0] ·Pr[b′ = b|b = 0]+Pr[b = 1] ·Pr[b′ = b|b = 1]− 1

2

∣∣
=
∣∣1
2
·Pr[b′ = 0|b = 0]+

1
2
· (1−Pr[b′ = 0|b = 1])− 1

2

∣∣
=

1
2
·
∣∣Pr[SG0

0
AI
]−Pr[SG1

0
AI
]
∣∣≤ 2W ·AdvPE,AH

B (λ ).

This completes our proof.

Claim 4.3. If there is a Type-I adversary that distinguishes between Gγ

I,h−1 and Gγ

I,h with non-negligible ad-

vantage, then there is a PPT algorithmB for the PE scheme such that
∣∣Pr[S

Gγ

h−1
AI

]−Pr[SGγ

h
AI
]
∣∣= 2·AdvPE,AH

B (λ ).

Proof. The basic idea of this proof is that a simulator can use the challenge oracle of PE to construct the
challenge ciphertext component CTPE,h of RPE since the only difference between Gγ

h−1 and Gγ

h is the chal-
lenge ciphertext component CTPE,h. Suppose there exists a Type-I adversary AI that distinguishes between
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Gγ

h−1 and Gγ

h with non-negligible advantage. A simulator B that attacks the PE scheme is first given: a
challenge public key PKPE . Then B that interacts with AI is described as follows:

Setup: B first sets PK = (PKPE ,BT ) and gives PK to AI .
Phase I: AI adaptively requests a secret key for a predicate f and a user index u. B proceeds the secret key
query as follows:

1. It first obtains a private set PVu = {S j0 , . . . ,S jd} by running CS.Assign(BT ,u). Let Lk = ID(S jk) for
all k.

2. For 0≤ k≤ d, it sets a new predicate Pf ,Lk and requests a secret key SKPE,k for the new predicate Pf ,Lk

to the key generation oracle that simulates PE.GenKey.

3. It sets the secret key SK f ,u = (SKPE,0, . . . ,SKPE,d) and gives this to AI .

Challenge: AI outputs challenge attributes x0,x1 ∈ Σ, challenge revoked sets R0,R1 ⊆ N , and challenge
messages M0,M1 ∈M subject to the restrictions of the Type-I adversary. Let x̃ be a random attribute, L̃ be
a dummy identifier, and M̃ be a random message. B sets b = γ and proceeds as follows:

1. It first obtains a covering set CVRb = {Si1 , . . . ,Simb
} by running CS.Cover(BT ,Rb).

2. If 1≤ h≤ mb, then it proceeds the following steps.

(a) For 1≤ k ≤ h−1, it computes CTPE,k by running PE.Encrypt((x̃, L̃),M̃,PKPE).

(b) For k = h, it gives challenge attributes x′0 = (xb,Lh),x′1 = (x, L̃) and challenge messages M′0 =
Mb,M′1 = M̃ to the challenge ciphertext oracle that simulates PE.Encrypt, and receives a chal-
lenge ciphertext CT ′PE . It sets CTPE,h =CT ′PE .

(c) For h+1≤ k ≤ mb, it computes CTPE,k by running PE.Encrypt((xb,Lk),Mb,PKPE).

(d) For mb +1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((xb, L̃),M̃,PKPE).

3. Otherwise (that is, if mb +1≤ h≤W ), it proceeds the following steps.

(a) For 1≤ k ≤ h−1, it computes CTPE,k by running PE.Encrypt((x̃, L̃),M̃,PKPE).

(b) For k = h, it gives challenge attributes x′0 = (xb, L̃),x′1 = (x̃, L̃) and challenge messages M′0 =
M̃,M′1 = M̃ to the challenge ciphertext oracle of PE that simulates PE.Encrypt, and receives a
challenge ciphertext CT ′PE . It sets CTPE,h =CT ′PE .

(c) For h+1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((xb, L̃),M̃,PKPE).

4. It outputs a ciphertext as CT = (CTPE,π(1), . . . ,CTPE,π(W )) where π is a random permutation.

Phase II:AI may continue to request secret keys for predicates and user indexes subject to the same restric-
tions as before, and B gives the corresponding secrets keys to AI .
Guess: Finally AI outputs a bit b′. B sets c′ = b′ and outputs c′.

To finish the proof, we show that the distribution of the simulation is correct. It is easy to check that the
public key and the secret keys are correctly distributed. Let c be the challenger ciphertext oracle’s random
bit of the PE scheme. If c = 0 and h ≤ mb, then CT ′PE is the encryption of an attribute x′0 = (xb,Lh) and a
message Mb. If c = 0 and h≥mb +1, then CT ′PE is the encryption of an attribute x′0 = (xb, L̃) and a message
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M̃. Thus, the challenge ciphertext is the same as Gγ

h−1 if c = 0. Similarly, we have that the challenge
ciphertext is the same as Gγ

h if c = 1. Therefore, we have

AdvPE,AH
B (λ ) =

∣∣Pr[c = 0] ·Pr[c′ = c|c = 0]+Pr[c = 1] ·Pr[c′ = c|c = 1]− 1
2

∣∣
=
∣∣1
2
·Pr[b′ = 0|c = 0]+

1
2
· (1−Pr[b′ = 0|c = 1])− 1

2

∣∣
=
∣∣1
2
· (Pr[b′ = 0|c = 0])− 1

2
· (Pr[b′ = 0|c = 1])

∣∣
=
∣∣1
2
·Pr[S

Gγ

h−1
AI

]− 1
2
·Pr[SGγ

h
AI
]
∣∣.

This completes our proof.

4.3.2 Type-II Adversary

Lemma 4.4. If there is a Type-II adversary AII for the RPE scheme, then there exists a PPT algorithm B
for the PE scheme such that AdvRPE,wFH

AII
(λ )≤W ·AdvPE,AH

B (λ ).

Proof. The main idea of this proof is that a Type-II (i.e. an inside adversary) cannot distinguish the changes
of the challenge ciphertext from the encryption of x0,R, and M to the encryption of x1,R, and M through
hybrid games since the Type-II adversary has the restriction of R0 = R1 = R and M0 = M1 = M. Note that we
cannot change the challenge ciphertext to the encryption of a random attribute, a dummy set, and a random
message like the proof of the Type-I adversary since the Type-II adversary can easily distinguish this change
by decrypting the challenge ciphertext.

We first define a sequence of hybrid games H0, . . . ,HL. Let R0 = R1 = R and M0 = M1 = M since it is a
Type-II adversary. We formally define the games as follows:

Game H0. This game is the original security game except that the challenger bit b is fixed to 0.

Game Hh. We define a new game Hh for 1 ≤ h ≤W − 1. This game is almost identical to Hh−1 except
that the challenge ciphertext component CTPE,h is changed from the encryption of x0,R, and M to the
encryption of x1,R, and M. The challenge ciphertext is constructed as follows:

1. It first obtains a covering set CVR = {Si1 , . . . ,Sim} by running CS.Cover(BT ,R). Let Lk =
ID(Sik) for 1≤ k ≤ m. For m+1≤ k ≤W , it sets Lk = L̃.

2. For 1≤ k ≤ h, it computes CTPE,k by running PE.Encrypt((x1,Lk),M,PKPE).

3. For h+1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((x0,Lk),M,PKPE).

4. It outputs a ciphertext as CT =
(
CTPE,π(1), . . . ,CTPE,π(W )

)
where π is a random permutation.

Game HW . In this game HW , the challenge ciphertext is constructed as follows:

1. It first obtains a covering set CVR = {Si1 , . . . ,Sim} by running CS.Cover(BT ,R). Let Lk =
ID(Sik) for 1≤ k ≤ m. For m+1≤ k ≤W , it sets Lk = L̃.

2. For 1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((x1,Lk),M,PKPE).

3. It outputs a ciphertext as CT =
(
CTPE,π(1), . . . ,CTPE,π(W )

)
where π is a random permutation.

This game is the same as the original security game except that the challenge bit b is fixed to 1.
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Let SHh
AII

be an event that AII outputs 0 in the game Hh. From Claim 4.5, we have that it is hard for the
Type-II adversary to distinguish Hh−1 from Hh if the PE scheme is secure. Thus, we have that

∣∣Pr[SH0
AII

]−Pr[SHW
AII

]
∣∣= ∣∣Pr[SH0

AII
]+

W−1

∑
h=1

(
Pr[SHh

AII
]−Pr[SHh

AII
]
)
−Pr[SHW

AII
]
∣∣

≤
W

∑
h=1

∣∣Pr[SHh−1
AII

]−Pr[SHh
AII

]
∣∣= 2W ·AdvPE,AH

B (λ ).

Finally, we can obtain the following equation as

AdvRPE,wFH
AII

(λ ) =
∣∣Pr[b = 0] ·Pr[b′ = b|b = 0]+Pr[b = 1] ·Pr[b′ = b|b = 1]− 1

2

∣∣
=
∣∣1
2
·Pr[b′ = 0|b = 0]+

1
2
· (1−Pr[b′ = 0|b = 1])− 1

2

∣∣
=

1
2
·
∣∣Pr[b′ = 0|b = 0]−Pr[b′ = 0|b = 1]

∣∣
=

1
2
·
∣∣Pr[SH0

AII
]−Pr[SHW

AII
]
∣∣≤W ·AdvPE,AH

B (λ ).

This completes our proof.

Claim 4.5. If there is a Type-II adversary that distinguishes between Hh−1 and Hh with non-negligible ad-
vantage, then there is a PPT algorithmB for the PE scheme such that

∣∣Pr[SHh−1
AII

]−Pr[SHh
AII

]
∣∣= 2·AdvPE,AH

B (λ ).

Proof. The basic idea of this proof is that a simulator can use the challenge ciphertext oracle of PE to con-
struct the challenge ciphertext component CTPE,h of RPE since the only difference between Hh−1 and Hh is
the challenge ciphertext component CTPE,h. Suppose there exists a Type-II adversary AII that distinguishes
between Hh−1 and Hh with non-negligible advantage. A simulator B that attacks the PE scheme is first
given: a challenge public key PKPE . Then B that interacts with AII is described as follows:

Setup: B first sets PK = (PKPE ,BT ) and gives PK to AII .
Phase I: AII adaptively requests a secret key for a predicate f and a user index u. B proceeds the secret key
query as follows:

1. It first obtains a private set PVu = {S j0 , . . . ,S jd} by running CS.Assign(BT ,u).

2. For 0≤ k ≤ d, it sets a new predicate Pf ,Lk and requests a secret key SKPE,k for a new predicate Pf ,Lk

to the key generation oracle that simulates PE.GenKey.

3. It sets the secret key SK f ,u = (SKPE,0, . . . ,SKPE,d) and gives this to AII .

Challenge: AII outputs challenge attributes x0,x1 ∈ Σ, challenge revoked sets R0,R1 ⊆ N such that R0 =
R1 = R, and challenge messages M0,M1 ∈M such that M0 = M1 = M subject to the restrictions. It sets
b = 0 and proceeds as follows:

1. It first obtains a covering set CVR = {Si1 , . . . ,Sim} by running CS.Cover(BT ,R). Let Lk = ID(Sik) for
1≤ k ≤ m. For m+1≤ k ≤W , it sets Lk = L̃.

2. For 1≤ k ≤ h−1, it computes CTPE,k by running PE.Encrypt((x1,Lk),M,PKPE).
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3. For k = h, it gives challenge attributes x′0 = (x0,Lk),x′1 = (x1,Lk) and challenge messages M′0 =
M,M′1 = M to the challenge ciphertext oracle that simulates PE.Encrypt, and receives CT ′PE . It sets
CTPE,h =CT ′PE .

4. For h+1≤ k ≤W , it computes CTPE,k by running PE.Encrypt((x0,Lk),M,PKPE).

5. It outputs a ciphertext as CT = (CTPE,π(1), . . . ,CTPE,π(W )) where π is a random permutation.

Phase II: AII may continue to request secret keys for additional predicates and user indexes subject to the
same restrictions as before, and B gives the corresponding secrets keys to AII .
Guess: Finally AII outputs a bit b′. B sets c′ = b′ and outputs c′.

To finish the proof, we show that the distribution of the simulation is correct. It is easy to check that the
public key and the secret keys are correctly distributed. Let c be the challenger ciphertext oracle’s random
bit of the PE scheme. If c = 0, then CT ′PE is the encryption of an attribute x′0 = (x0,Lk) and a message M.
If c = 1, then CT ′PE is the encryption of an attribute x′1 = (x1,Lk) and a message M. Thus, the challenge
ciphertext is the same as Hh−1 if c = 0. Similarly, we obtain that the challenge ciphertext is the same as Hh
if c = 1. Therefore, we have

AdvPE,AH
B (λ ) =

∣∣Pr[c = 0] ·Pr[c′ = c|c = 0]+Pr[c = 1] ·Pr[c′ = c|c = 1]− 1
2

∣∣
=
∣∣1
2
·Pr[b′ = 0|c = 0]+

1
2
· (1−Pr[b′ = 0|c = 1])− 1

2

∣∣
=

1
2
·
∣∣Pr[b′ = 0|b = 0,c = 0]−Pr[b′ = 0|b = 0,c = 1]

∣∣
=

1
2
·
∣∣Pr[SHh−1

AII
]−Pr[SHh

AII
]
∣∣.

This completes our proof.

4.4 Instantiations

Our weakly full-hiding RPE scheme uses a PE scheme for the predicate class P corresponding to conjunc-
tions of some predicate query and an equality query as a building block. In this section, we show that a PE
scheme for P can be constructed from HVE, IPE, or FE schemes.

4.4.1 Instantiation from HVE

HVE is a specific type of PE that supports conjunctions of equality queries [11,18,25]. In HVE, a ciphertext
is associated with a vector ~x = (x1, . . . ,xl) of attribute elements and a secret key is also associated with a
vector ~y = (y1, . . . ,yl) of attribute elements or a wildcard ∗. If all attribute elements of ~x are equal to the
elements of ~y in their position except the wildcard position, then the ciphertext with ~x can be decrypted
by the secret key with ~y. Boneh and Waters [11] showed that an HVE scheme can be used to build a
PKE scheme that supports equality, comparison, subset, and conjunctive queries on encrypted data. Let
I be a set and I∗ = I ∪ {∗} where ∗ plays the role of a wildcard. HVE supports the class of predicates
FHV E = { f~y |~y = (y1, . . . ,yl) ∈ I l

∗} such that

f~y(~x) =
{

1 if ((yi = xi)∨ (yi = ∗)) for all 1≤ i≤ l,
0 otherwise.
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Suppose that there is an HVE scheme that supports the class of predicatesFHV E over I l+1
∗ which consists

of algorithms HVE.Setup, HVE.GenKey, HVE.Encrypt, and HVE.Decrypt. We construct a PE scheme
for the class of predicates P = {Pf ,u| f ∈ FHV E ,u ∈ I} by using this HVE scheme as follows:

PE.Setup(1λ ): This algorithm outputs PK and MK by running HVE.Setup(1λ ).

PE.GenKey(P~y,u,MK,PK): This algorithm takes as input a predicate P~y,u = (~y,u) where~y = (y1, . . . ,yl) ∈
I l
∗ and u ∈ I, and the master secret key MK. It sets a new vector ~w = (y1, . . . ,yl,u) ∈ I l

∗×I and
outputs a secret key SKP~y,u by running HVE.GenKey(~w,MK,PK).

PE.Encrypt(x,M,PK): This algorithm takes as input an attribute x = (~x,v) where~x = (x1, . . . ,xl) ∈ I l and
v ∈ I, a message M, and the public key PK. It sets a new vector~v = (x1, . . . ,xl,v) ∈ I l+1 and outputs
a ciphertext CT by running HVE.Encrypt(~v,M,PK).

PE.Decrypt(CT,SK f~y,u ,PK): This algorithm takes as input a ciphertext CT and a secret key SK f~y,u , and
outputs a message M by running HVE.Decrypt(CT,SK f~y,u ,PK).

We first show the one-to-one correspondence such that P~y,u(~x,v) = 1 if and only if ((wi = vi)∨ (wi =
∗)) for all 1≤ i≤ l+1 where~v=(v1, . . . ,vl,vl+1)= (x1, . . . ,xl,v) and ~w=(w1, . . . ,wl,wl+1)= (y1, . . . ,yl,u).
If P~y,u(~x,v) = 1, then we easily have ((yi = xi)∨ (yi = ∗)) for all 1 ≤ i ≤ l and u = v. If ((wi = vi)∨ (wi =
∗)) for all 1≤ i≤ l+1, then we also have ((yi = xi)∨(yi = ∗)) for all 1≤ i≤ l and u= v since wl+1 = u 6= ∗.

The correctness and security of PE easily follow from those of HVE because of the above one-to-one
correspondence. That is, if there exists an adversary A that attacks the PE scheme, then it is directly
converted to another adversary B that attacks the underlying HVE scheme.

4.4.2 Instantiation from IPE

IPE is a specific type of PE that supports inner-product queries [3, 16, 17, 23, 24]. In IPE, a ciphertext is
associated with a vector ~x = (x1, . . . ,xl) of attribute elements and a secret key is also associated with a
vector~y = (y1, . . . ,yl) of attribute elements. If the inner-product operation between two vectors is zero, then
the ciphertext with~x can be decrypted by the secret key with~y. Katz, Sahai, and Waters [16] showed that an
IPE scheme can be used to build an anonymous IBE scheme, an HVE scheme, and a PE scheme supporting
polynomial evaluation. Let I be a set. IPE supports the class of predicatesFIPE = { f~y |~y= (y1, . . . ,yl)∈ I l}
such that

f~y(~x) =
{

1 if 〈~y,~x〉= 0,
0 otherwise.

Suppose that there is an IPE scheme that supports the class of predicates FIPE over I l+2 which consists
of algorithms IPE.Setup, IPE.GenKey, IPE.Encrypt, and IPE.Decrypt. We construct a PE scheme for
the class of predicates P = {Pf ,u| f ∈ FIPE ,u ∈ I} by using this IPE scheme as follows:

PE.Setup(1λ ): This algorithm outputs PK and MK by running IPE.Setup(1λ ).

PE.GenKey(P~y,u,MK,PK): This algorithm takes as input a predicate P~y,u where ~y = (y1, . . . ,yl) ∈ I l and
a value u ∈ I, and the master secret key MK. It sets a new vector ~w = (y1, . . . ,yl,u,1) ∈ I l+2 and
outputs a secret key SK f~y,u by running IPE.GenKey(~w,MK,PK).

PE.Encrypt(x,M,PK): This algorithm takes as input an attribute x = (~x,v) where~x = (x1, . . . ,xl) ∈ I l and
v ∈ I, a message M, and the public key PK. It sets a new vector ~v = (x1, . . . ,xl,s,−sv) ∈ I l+2 by
selecting a random value s ∈ I and outputs a ciphertext CT by running IPE.Encrypt(~v,M,PK).
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PE.Decrypt(CT,SK f~y,u ,PK): This algorithm takes as input a ciphertext CT and a secret key SK f~y,u , and
outputs a message M by running IPE.Decrypt(CT,SK f~y,u ,PK).

We first show the one-to-one correspondence such that P~y,u(~x,v) = ((〈~x,~y〉= 0)∧(u= v)) = 1 if and only
if 〈~v,~w〉= 〈~x,~y〉+ s · (u− v) = 0 where~v,~w are vectors of the IPE scheme. If f~y,u(~x,v) = 1, then 〈~v,~w〉= 0
since 〈~x,~y〉= 0 and u = v. If 〈~v,~w〉= 0, then we consider two cases such as 〈~x,~y〉= 0 or 〈~x,~y〉 6= 0. In case
of 〈~v,~w〉= 0 and 〈~x,~y〉= 0, we have f~y,u(~x,v) = 1 since u− v = 0. In case of 〈~v,~w〉= 0 and 〈~x,~y〉 6= 0, the
probability of f~y,u(~x,v) = 1 is negligible since s is randomly chosen.

The correctness and security of PE easily follow from those of IPE because of the above one-to-one
correspondence. That is, if there exists an adversary A that attacks the PE scheme, then it is directly
converted to another adversary B that attacks the underlying IPE scheme.

4.4.3 Instantiation from FE for General Circuits

Recently, Garg et al. [13] proposed a function encryption (FE) scheme for all polynomial-size circuits by us-
ing indistinguishability obfuscation for circuits, public-key encryption, and non-interactive zero knowledge.
From the FE scheme for all circuits, we can build a PE scheme PE for all polynomial-size predicates P since
the predicate class P is the subclass of the function circuit F class. Note that the output of a predicate is just
{0,1} whereas the output of a function circuit is any value. If we instantiate our weakly full-hiding RPE
scheme by using this PE scheme for all predicates, then our RPE scheme can supports all polynomial-size
predicates.

4.5 Discussions

Efficiency. Suppose that we use an IPE scheme for our RPE scheme. Let Nmax = 2d be the maximum
number of users and l be the size of vectors for inner product operations in the RPE scheme. In this case,
the underlying IPE scheme should support vectors of size l +2 for inner product operations. The secret key
of the RPE scheme consists of log(Nmax) secret keys of the IPE scheme, the ciphertext of the RPE scheme
consists of r log(Nmax/r) ciphertexts of the IPE scheme, and the decryption algorithm of the RPE scheme
requires r log2(Nmax) decryption operations of the IPE scheme. For instance, if we use the IPE scheme of
Okamoto and Takashima [23] that has constant number of secret key elements, then the public key, the secret
key, and the ciphertext of the RPE scheme consist of O(l) group elements, 11 log(Nmax) group elements, and
(5l+11)r log(Nmax) group elements respectively. Additionally, the decryption algorithm of the RPE scheme
requires (l +2)r log2(Nmax) exponentiations and 11r log2(Nmax) pairing operations.

Efficient Decryption. The decryption algorithm of our RPE scheme requires r log2(Nmax) decryption op-
erations of the underlying PE scheme. We can improve the efficiency of the decryption algorithm by using
the technique of Barth et al. [5], redefined as anonymous hint systems by Libert et al. [19]. If we use the
anonymous hint system of Barth et al. [5], then we can reduce the decryption overhead from r log2(Nmax)
decryption operations of the PE scheme to r log2(Nmax) exponentiations and one decryption operation of
the PE scheme. For instance, if we use the IPE scheme of Okamoto and Takashima [23] that has constant
number of secret key elements, then the decryption algorithm just requires r log2(Nmax) exponentiations and
11 pairing operations.

Supporting an Exponential Number of Users. The setup algorithm of the RPE scheme takes the maximum
(polynomial) number of users Nmax as an input. To support an unbounded (i.e. exponential) number of users,
we can set Nmax = 2λ since the security loss is just related with the logarithm of Nmax. Note that the maximum
number of revoked users r should be polynomial since the size of ciphertexts and the security loss depend
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on the number of revoked users. In this case, the public key does not need to keep the binary tree BT since
the information for BT can be deterministically generated when it is needed.

Chosen-Ciphertext Security. To construct a weakly full-hiding RPE scheme with chosen-ciphertext secu-
rity (CCA), we can combine a PE scheme that provides chosen-ciphertext security and an one-time signature
(OTS) scheme that provides the strong unforgeability. That is, the encryption algorithm RPE.Encrypt of
RPE generates the verification key OV K and the signing key OSK of OTS, and then it builds ciphertext
components by running PE.Encrypt on a input OV K||M instead of M. Additionally, it attaches an one-time
signature σOT S to the ciphertext by running the signing algorithm of OTS on the ciphertext as an input. The
security proof of this modified CCA secure RPE scheme also similarly follows from that of CCA secure PE.

5 Conclusion

In this paper, we revisited the notion of privacy preserving RPE and its general construction. We first in-
troduced two security notions of RPE, namely the strongly full-hiding security and the weakly full-hiding
security. Next, we proposed a general general RPE scheme that provides the weakly full-hiding security.
Main advantage of our RPE scheme is that it can use any PE scheme since it uses the PE scheme in a
black-box way. That is, if we instantiate our RPE scheme from a PE scheme that supports polynomial-size
function circuits, our RPE scheme also can supports polynomial-size predicate circuits. Another advantage
of our RPE constructions is that it can take efficiency and security advantage of the underlying PE scheme.
Additionally, we can improve the efficiency of the decryption algorithm of our RPE scheme by using anony-
mous hint systems. One interesting problem is to propose a general RPE scheme from any PE scheme that
has sublinear size of ciphertexts and provides the strongly full-hiding security.
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